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1 Introduction

The goal of this thesis is to explore linear systems on metric graphs, which despite being
relatively simple objects to understand, have much in common with their counterparts on
algebraic curves. There are suitable notions divisors, rational functions and linear systems
on metric graphs, which closely mimic how these objects behave on algebraic curves. It
turns out that this uncovers many interesting connections between the world of algebraic
geometry and combinatorics. Baker and Norine defined in [BN07] the notion of rank of
a divisor, which behaves in very similar ways on algebraic curves and metric graphs. For
example, the Riemann-Roch theorem for algebraic curves may be stated using the rank, and
an amazing result shown in [BN07] is that the Riemann-Roch theorem holds also for metric
graphs.

Complete linear systems on metric graphs have plenty of interesting combinatorial struc-
ture. On one hand, a complete linear system |D| is an abstract polyhedral complex, and on
the other hand, the set of rational functions R(D) associated to |D| forms a tropical module
(a semi-module equipped with the element-wise maximum and addition operations). The
set |D| may be identified with the tropical projectivization R(D)/R, and so one may study
the subspaces of |D| that appear as the projectivization of submodules of R(D). We will
call such a subspace d ⊆ |D| a tropical linear system (or a tropical linear series). In similar
fashion to complete linear systems, it turns out that in many cases tropical linear systems
also have an induced abstract polyhedral complex structure.

The theories of linear systems on metric graphs and algebraic curves are far from being
just in simple analogy, as it is possible to link them via a process called tropicalization. Given
an algebraic curve with only ordinary double points as singularities, one may associate to
it a graph, called its dual graph. When such a curve appears as a closed fiber of a fibered
surface, one may furthermore uniquely attribute edge lengths to the dual graph and so give
it the structure of a metric graph. There is then a way to transfer divisors from the generic
fiber of the surface to the metric graph through a process called specialization. Matt Baker
has shown in [Bak07] the specialization lemma, which states that the rank of a divisor can
only go up under specialization. This comparison theorem allows one to derive results about
divisors and linear systems on algebraic curves by studying metric graphs.

One interpretation of the specialization lemma is that there are “more” divisors on metric
graphs than on algebraic curves. It is then reasonable to ask which divisors on metric graphs
come from a divisor on an algebraic curve, if we also require the rank to be preserved. This
question is called the realizability problem and there have been only a few specific classes of
divisors for which the realizable divisors were fully characterized. For example in [MUW17]
the authors give a complete characterization of realizability for canonical divisors and this
result was later extended to pluri-canonical divisors in [RS21]. In general, it is an important
open problem awaiting to be solved.

One object of study of this thesis is the set of realizable divisors (also called the realizabil-
ity locus) in the canonical linear system. We reinterpret the characterization for realizability
from [MUW17] and use the resulting criteria to show that the realizability locus is an ab-
stract polyhedral complex and that it is a tropical linear system.

A natural extension of the realizability question concerns the realizability of linear sys-
tems. Tropicalizing a linear system on a curve yields a tropical linear system and one may
again ask the realizability question in this context. This question is more complicated, be-
cause even if all divisors in a tropical linear system d are realizable, it is possible that d
does not appear as the tropicalization of a linear system on any given curve. The theory of
tropical linear systems is presented in [JP22], and further in [FJP23], but it is a very new
topic, and remains largely unexplored.

Since the rank of a linear system on an algebraic curve is equal to its dimension as a
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projective space, it is natural to try to establish such a link for metric graphs. In this thesis
we define a suitable notion of local dimension of a tropical linear system and show that
the local dimension is bounded from below by the rank. In [JP22], the authors show that
when the tropical linear system is finitely generated and satisfies a further combinatorial
condition, the dimension may also be bound from above by the rank. Along with the results
from [FJP23], this shows that tropicalizations of linear systems on algebraic curves are equi-
dimensional abstract polyhedral complexes of dimension equal to the rank, establishing a
strong link between the rank and dimension of realizable tropical linear systems and largely
limiting what kinds tropical linear systems may be realizable.

Structure of the thesis

Section 2 focuses on the theory of divisors and linear systems on metric graphs. We start
by covering the essential definitions concerning metric graphs and divisors in subsections
2.1 through 2.3. In subsection 2.4 we will introduce tropical modules and in subsection
2.5 we describe how complete linear systems admit the structure of an abstract polyhedral
complex. We then give a sufficient condition for a subset to also admit the structure of an
abstract polyhedral complex, and describe how we can detect its dimension at a point. In
subsection 2.6 we show that the local dimension of a complete linear system is bounded from
below by the rank (Proposition 2.78). In subsection 2.7, we give some characterizations of
the canonical linear system. In particular we show that the lower bound on the dimension
is attained in the case of canonical linear systems. In subsection 2.8 we extend Proposition
2.78 to the setting of tropical linear systems (Corollary 2.95.1).

In section 4 we make the links between the worlds of tropical and algebraic geometry.
We first go into the details of the tropicalization process in subsection 3.1. In subsection
3.2, we explain the specialization of divisors from algebraic curves to metric graphs and the
specialization lemma. In subsection 3.3 we describe the condition for realizability shown
in [MUW17] and give a cleaner characterization of inconvenient vertices. We then use this
characterization in subsection 3.4 to show that the realizability locus of the canonical linear
system is tropically convex and an abstract polyhedral complex. In subsection 3.5 we give a
sufficient condition for realizability of canonical divisors (Proposition 3.27) and deduce that
the realizable locus always contains a maximal cell of dimension g − 1. In subsection 3.6
we explain that specialization preserves linear equivalences and discuss the image of a linear
series under the specialization map. We then describe the advances made in [JP22] and
[FJP23] on this topic and deduce that tropicalizations of linear series are equi-dimensional.

Finally, in section 4 we describe the theory of linear systems on graphs (without edge
lengths) and explain how it relates to the theory on metric graphs. We describe useful results
that can be used to work efficiently with these discretizations and allow their implementation
with algorithms.

Implementation

I have used the concepts and results from Section 4 to explore linear systems with a computer
program. Concretely, I wrote code for working with metric graphs, which can among other
things:

• Find all divisors in |D| supported on a fixed model

• Find the extremals of |D|
• Check the realizability of a divisor in the canonical linear system

• Test whether a rational function belongs to the span of a generating set

• Find the maximal cells of |D| and calculate their dimensions
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This helped me build an intuition, find counter-examples and form hypotheses regarding
linear systems on metric graphs.

The code is freely accessible on following GitHub repository: https://github.com/

MattDupraz/Graph-Linear-Systems.git.

Acknowledgements

I would like to express my deepest gratitude to my advisor, Francesca Carocci, for her
unwavering support and guidance, which extended well beyond the scope of the thesis.
I have learned much from her not only in terms of mathematics, but also on a personal level.
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2 Metric graphs and linear systems

2.1 Metric graphs

We will start by introducing the notion of metric graph. Intuitively, a metric graph is
just a metric space isomorphic to the geometric realization of a graph with given edge
lengths. However, to be more precise, we will define it using the notion of length space.
This approach is largely inspired by [Mug21]. For the definition of length space, we follow
[BBI01]. Throughout this paper, we allow distance functions that admit infinite values.

Let (X, d) be a metric space. A path is a continuous map γ : [a, b] → X. We will now
define the length of a path.

Definition 2.1. [BBI01, Definition 2.3.1.] Let γ : [a, b]→ X be a path. A partition of [a, b]
is a finite collection of points {x0, . . . , xN} ⊆ [a, b] with

a = x0 < x1 < · · · < xN = b.

We define the length of γ as

L(γ) = sup

N∑
i=1

d(γ(xi−1), γ(yi)),

where the supremum is taken over all the partitions of [a, b]. A curve is said to be rectifiable
if its length is finite.

Figure 1: Example of a path and rectification

The notion of path length allows us to define a new distance on X.

Definition 2.2. [BBI01, §2.1.2.] Let (X, d) be a metric space. We define the induced
intrinsic metric to be

dI(x, y) = inf L(γ),

where the infimum is taken over all the paths γ : [a, b]→ X, with γ(a) = x and γ(b) = y. If
there is no path between x and y (when X is disconnected), we let dI(x, y) = +∞.

A metric space whose distance function is the same as the induced intrinsic metric is
called a length space.

Remark 2.3. When (X, d) is a metric space, the topology induced by the intrinsic metric
dI is finer than the one induced by X. To see this, notice that for all x, y ∈ X,

dI(x, y) ≥ d(x, y).

Indeed, when x, y are connected by a path γ, then L(γ) ≥ d(x, y) by definition of path length.
When x, y lie in different path-connected components of X, then dI(x, y) = +∞ which also
directly implies the above inequality. In other words, the identity map (X, dI) → (X, d) is
continuous.
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Definition 2.4. A metric graph is a compact length space Γ such that each point x ∈ Γ
has a neighbourhood Ux that is homeomorphic to

⊔v
i=1[0, ϵ)/ ∼ for some ϵ > 0, where the

equivalence relation ∼ identifies the zeroes of the intervals, and such that x corresponds to
the 0 via this isomorphism. We call such a neighbourhood a star-shaped neighbourhood. We
say v is the valence of x and denote it by val(x).

Remark 2.5. Some authors use the terminology abstract tropical curve to designate metric
graphs.

Remark 2.6. We necessarily have that the set of points x ∈ Γ with val(x) ̸= 2 is finite.

Figure 2: Star-shaped neighbourhood of a point of valence 5

Definition 2.7. Let V ⊆ Γ be a finite subset such that Γ \ V consists of disjoint union of
open intervals. Then V determines a model G = (V,E) of the metric graph Γ, where E is
the set of undirected edges corresponding to the open intervals of Γ \V . For e ∈ E an edge,
we define l(e) to be the length of the corresponding open interval.

When X is a length space and ∼ is an equivalence relation, we would like to equip X/ ∼
with the structure of a length space. Following [BBI01, Definition 3.1.12.] we may define
the following semi -metric on X/ ∼:

d∼([x], [y]) = inf

{
k∑

i=1

d(pi, qi)

}
,

where the infimum is taken over sequences p1, . . . , pk and q1, . . . , qk of points in X, such that
p1 ∼ x, qk ∼ y and qi ∼ pi+1 for 1 ≤ i ≤ k − 1. This is a semi-metric, because it might
happen that d∼([x], [y]) = 0 even when [x] ̸= [y]. A prototypical example of this happening
is the line with two origins obtaining by gluing two copies of R along R \ {0}.

When Γ is a metric graph, we would like to be able to glue some vertices together to
obtain a new graph. Let u, v be two points of Γ, we may take the quotient Γ/{u, v}, where
the equivalence relation simply identifies these two points. It turns out that the semi-metric
d∼ defined on this quotient is actually a metric.

Proposition 2.8. The metric d∼ on Γ/{u, v} is a well-defined metric.

Proof. Clearly, d∼ is symmetric and non-negative and satisfies the triangle inequality. We
have to verify that d∼([x], [y]) = 0 if and only if [x] = [y]. Suppose d∼([x], [y]) = 0. So for
all ϵ > 0 there exist sequences (pi), (qi) with the properties above, such that

inf

{
k∑

i=1

d(pi, qi)

}
< ϵ. (1)

We may assume without loss of generality that qi ̸= pi+1 for 1 ≤ i ≤ k − 1, since otherwise
we have

d(pi, qi) + d(pi+1, qi+1) ≤ d(pi, qi+1)
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by the triangle inequality, so we could just remove the terms qi and pi+1 from the sequences.
So for 1 ≤ i ≤ k − 1, we may assume that qi, pi+1 ∈ {u, v}.

If x /∈ {u, v}, then d(x, u), d(x, v) > δ for some δ small enough, so (1) implies that k = 1
and d(x, y) < ϵ for all ϵ < δ, which in turn implies d(x, y) = 0 and so x = y. By symmetry
we obtain the same result when y ̸∈ {u, v}, The last case is x, y ∈ {u, v}, but then x ∼ y, so
we are done.

Remark 2.9. The metric space Γ/{u, v} is in fact a length space, as explained in [BBI01,
§3.1], so it is in fact a metric graph, as around the image of x ∼ y we will again obtain a
star-shaped neighbourhood of valence val(x) + val(y).

By induction, for any finite set of vertices {v1, . . . , vn}, the quotient space Γ/{v1, . . . , vn}
is also a metric graph. More in general, if A1, . . . , An are finite disjoint sets of vertices, we
define Γ/(A1, . . . , An) to be the quotient by the equivalence relation x ∼ y if and only if
x = y or {x, y} ⊆ Ai for some i. This is again a metric graph.

As seen in [BBI01, Exercise 3.1.14.], the topology induced by the metric coincides with the
quotient topology, and so in particular the quotient map Γ→ Γ/(A1, . . . , An) is continuous.

Definition 2.10. We say Γ/(A1, . . . , An) is a gluing of Γ. Equivalently, we say that Γ is a
cut of Γ/(A1, . . . , An).

Figure 3: Example of a gluing of two vertices

Definition 2.11. Suppose G = (V,E) is a graph and l : E → R>0 a map that assigns to
each edge a length. We may construct from this a metric graph. Let

E =
⊔
e∈E

[0, l(e)].

The metric on the disjoint union is given by

d((x1, e1), (x2, e2)) =

{
|x1 − x2| if e1 = e2,

0 otherwise.

This clearly gives E the structure of length space and of a metric graph. Fix an ordering
v1, . . . , vn on vertices and suppose e is an edge between vi, vj with i ≤ j. We denote s(e) = vi
and t(e) = vj . For each i ∈ {1, . . . , n} let

Vi = {(e, 0) ∈ E : s(e) = vi} ∪ {(e, l(e)) ∈ E , t(e) = vi}

Let Γ = E/(V1, . . . , Vn). We may identify V = {v1, . . . , vn} with the images of V1, . . . , Vn

under the gluing and this induces a model on Γ that agrees with G. In other words, we have
constructed a metric graph that admits G as a model and whose edge lengths agree with
the function l. We say Γ is a realization of (G, l).

Definition 2.12. We define the genus g(Γ) of a metric graph Γ to be its first Betti number.
In other words it corresponds to the maximal number of independent cycles it contains.
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Remark 2.13. If a metric graph Γ with n connected components admits a model G =
(V,E), then we have the relation

g(Γ) = |E| − |V |+ n.

Indeed, the simplicial homology groups of Γ are calculated from the chain complex

· · · → 0→ ZE ∂1−→ ZV → 0

(u, v) 7→ u− v,

where we fixed an arbitrary orientation for each edge.
We have that H0(Γ) = coker(∂1). Vertices that are joined by an edge are identified in

the cokernel, so we deduce that rkH0(Γ) = n. We have the exact sequence

0→ ker ∂1 → ZE → ZV → coker ∂1 → 0,

from where it follows that

rk ker ∂1 − |E|+ |V | − rk coker(∂1) = 0.

The formula for the genus then follows by remarking that H1(Γ) = ker(∂1).

We will now define tangent vectors on metric graphs in analogy to the definition of
tangent vectors on manifolds via tangent curves.

Definition 2.14. For ϵ > 0, let Iϵ,x(Γ) be the set of isometries γ : [0, ϵ)→ Γ, with γ(0) = x.
For ϵ > ϵ′, we have a natural map Iϵ,x(Γ)→ Iϵ′,x(Γ) given by the restriction, and this defines
a direct system over [0,∞). Let TxΓ = lim−→ Iϵ,x be the direct limit of this system. We call
this the set of (unit) tangent vectors of Γ at x.

Remark 2.15. For ϵ small enough, the open ball B(x, ϵ) is a star-shaped neighbourhood,
so in this case the elements of Iϵ,x(Γ) correspond to the identification of [0, ϵ) to one of the
copies of [0, ϵ) in

B(x, ϵ) ∼=
val(x)⊔
i=1

[0, ϵ)/ ∼ .

In other words, there is a bijective correspondence between the tangent vectors at x and the
half-edges of Γ adjacent to x.

Definition 2.16. Let U ⊆ Γ be an open subset with a finite number of connected compo-
nents. We endow U with the induced intrinsic metric and let Û be the completion of U with
respect to this metric. Another way to see Û is as the space obtained from U by adding a
point to each open half-edge of U . From this description it is clear that Û is also a metric
graph.

By remark 2.3, the inclusion U ↪→ Γ is continuous and so as Γ is compact, there is unique
map ϕ : Û → Γ that extends U ↪→ Γ. Its image is the closure of U in Γ.

For any model of Γ, the metric graph Û naturally inherits a model structure, which is
the minimal model for the property that it contains V ∩ U ↪→ Û in its set of vertices.

Definition 2.17. If U is an open subset with a finite number of connected components, we
define its genus g(U) to be the genus of its completion Û .

We will now prove a useful lemma which may be used to calculate the genus of the graph
obtained after cutting the graph in a finite number of points.
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Figure 4: Example of completion of an open subgraph (in red)

Lemma 2.18. Suppose Γ is connected. Let A ⊂ Γ be a finite set of points. Then

g(Γ) = g(Γ \A) +
∑
x∈A

(val(x)− 1) + 1−N,

where N is the number of connected components of Γ \A

Proof. We will denote V (G) and E(G) the set of vertices and edges of a graph G respectively.
Up to subdividing the model of Γ, we may assume the set A is contained in V (Γ).

For C a connected component of Γ\A, Ĉ → Γ is a one-to-one mapping, except for points
laying above some x ∈ A. For such x, there are exactly valC(x) points in the preimage.

We deduce that
#V (Ĉ) = #(V (Γ) ∩ C) +

∑
x∈A

valC(x).

By summing over the connected components, we get that∑
C

#V (Ĉ) = #(V (Γ) \A) +
∑
x∈A

val(x)

= #V (Γ) +
∑
x∈A

(val(x)− 1)

We get by Remark 2.13 that∑
C

g(Ĉ) =
∑
C

(#E(Ĉ)−#V (Ĉ) + 1)

= #E(Γ)−#V (Γ)−
∑
x∈A

(val(x)− 1) +N

= g(Γ)− 1−
∑
x∈A

(val(x)− 1) +N

whence the result follows directly from the fact that g(C \A) =
∑

C g(Ĉ).

Definition 2.19. Let v ∈ Γ a vertex, then for U = Γ \ {v}, we have that as a set Û =
U ⊔ {v1, . . . , vn}, where n = val(v). The set A = {v1, . . . , vn} corresponds naturally to the
sets of tangent vectors TvΓ. Let ζ ∈ TvΓ be a tangent and let and let S ⊆ A, be the subset
of points corresponding to the tangents other than ζ. Then we have that the quotient map
Û → Γ factors as

Û → Û/S → Γ.

We say Û/S is the cut of Γ obtained by cutting along ζ.
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2.2 Divisors and complete linear systems

Definition 2.20. A divisor on Γ is an element of the free abelian group generated by the
points of Γ, which we denote by Div(Γ). An element of this group is written as

D =
∑
x∈Γ

D(x) · x,

where D(x) = 0 for all but finitely many x. Examples of two divisors are depicted in Fig. 5.
We define the support of D to be

supp(D) := {x ∈ Γ : D(x) ̸= 0}.

We say D is effective, denoted by D ≥ 0, when D(x) ≥ 0 for all x ∈ Γ. The degree of D is
the sum of its coefficients, that is

deg(D) =
∑
x∈Γ

D(x).

When Z is a subgraph of Γ, we call

D|Z :=
∑
x∈Z

D(x) · x

the restriction of D to Z.

Definition 2.21. The canonical divisor of Γ is the divisor defined by

K =
∑
x∈Γ

(val(x)− 2) · x

Remark 2.22. The canonical divisor K ∈ Div(Γ) has degK = 2g − 2.

11

(a) Divisor of degree 2

1 1

(b) Canonical divisor

Figure 5: Two divisors on the same metric graph. The points in the support of the divisors
are represented using circles and labeled with their multiplicity.

Definition 2.23. A piece-wise linear (PL) function is a continuous function f : Γ→ R for
which there exists a model G = (V,E) such that f is linear when restricted to the edges
e ∈ E. We denote the set of piece-wise linear functions on Γ by PL(Γ). A rational function
is a PL function with integral slopes, and we denote the set of rational functions on Γ by
Rat(Γ).

Since Γ is compact, the image of a PL function is compact, and so this lets us define a
norm on PL(Γ) by

∥f∥∞ = max f −min f.
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Let f a rational function f on Γ. For any ζ ∈ TxΓ, represented by an isometric path
γ : [0, ϵ)→ Γ, we define the slope of f along ζ by

sζ(f) := lim
t→0

f(γ(t))− f(x)

t
.

Since f is piece-wise linear, f ◦ γ|[0,δ] is linear for some δ > 0 small enough, so this is
well-defined, and clearly this does not depend on the choice of γ.

The order of f at x, denoted by ordx(f) is the sum of the outgoing slopes of f along
each edge emanating from x. In other words,

ordx(f) =
∑

ζ∈TxΓ

sζ(f).

The principal divisor associated to f is the divisor given by

div(f) :=
∑
x∈Γ

ordx(f) · x.

Note that this is well defined, as for any model (V,E) such that f is linear when restricted
to the edges, we have that ordx(f) = 0 for all x ∈ Γ \ V and V is finite.

We define the bend locus of f , denoted by bend(f), to be the support of the associated
divisor div(f).

Proposition 2.24. For any rational function f on a compact metric graph Γ, we have that
deg(div(f)) = 0.

Proof. Let G = (V,E) a model of Γ containing bend(f) in its set of vertices. For e an edge
and x one of its vertices, there is a unique tangent vector ζ ∈ TxΓ that comes from some
γ : [0, ϵ)→ Γ whose image lies inside the closure of e (in the future we will simply say that
ζ is the tangent of x along e, and sζ(f) is the outgoing slope of f at x along e). Denote
ζe,1, ζe,2 the two tangent vectors corresponding to the vertices of e. Since f is linear along
each edge, it follows that sζe,1(f) = −sζe,2(f). We the obtain the desired result, as

deg(div(f)) =
∑
x∈V

∑
ζ∈TxΓ

sζ(f)

=
∑
e∈E

(sζe,1(f) + sζe,2(f)) = 0

Definition 2.25. A divisor D ∈ Div(Γ) is called principal when there exists a rational
function f with D = div(f).

Two divisors D,D′ ∈ Div(Γ) are said to be linearly equivalent, denoted by D ∼ D′,
when D −D′ is principal.

Remark 2.26. By Proposition 2.24, it follows that that any two linearly equivalent divisors
have the same degree.

Remark 2.27. The two divisors depicted in Figure 5 are linearly equivalent.

Definition 2.28. Let D be an effective divisor, we define R(D) to be the set of rational
functions f such that D + div(f) ≥ 0.
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Definition 2.29. For D an effective divisor, we define the complete linear system associated
to D to be the set

|D| := {D′ ≥ 0 : D′ ∼ D}.
Remark 2.30. Let R(D)/R be the quotient of R(D) modulo tropical scaling, that is, we
take the quotient by the equivalence relation defined by f ∼ g if and only if f = c + g for
some c ∈ R. Then we have a bijective correspondence

R(D)/R→ |D|
f 7→ D + div(f)

The set Div+d (Γ) of divisors of degree d on Γ may be naturally identified with the sym-
metric product Γd/Sd. The latter is a topological space, and so we may give Div+d (Γ) the
structure of a topological space induced by this identification. Since |D| is a subset of
Div+d (Γ), we may equip it with the subspace topology. As seen below, |D| naturally admits
the structure of a metric space.

Proposition 2.31. The norm ∥ · ∥∞ on PL(Γ) induces a metric on |D|, which we will also
denote by d∞. Furthermore, the topology induced by this metric agrees with that induced by
the inclusion |D| ↪→ Γd/Sd.

Proof. For any divisors D1, D2 ∈ |D|, there is some f ∈ Rat(Γ) such that D1 = D2+div(f).
We define the metric d∞ by

d∞(D1, D2) = ∥f∥∞.

We verify that this is well-defined. Suppose div(f) = div(g). This implies in particular that
div(f − g) = 0 and so f − g is constant. Indeed, if f − g was not constant, then if Z was
the subgraph of Γ on which f − g admits its minimum, there would be some x ∈ ∂Z, and
for such an x we would necessarily have div(f − g)(x) > 0. Now, it follows directly from the
definition of ∥ · ∥∞ that for any c ∈ R, ∥f + c∥∞ = ∥f∥∞, and hence taking c = g − f , we
get that ∥f∥∞ = ∥g∥∞.

The fact that the topology induced by this metric agrees with that induced from Γd/Sd

is detailed in [Luo18, Proposition B.1].

Definition 2.32. The rank of a divisor D ∈ Div(Γ) is the number

r(D) := max{d ∈ N | |D − E| ≠ ∅ for all effective divisor E of degree d},

where if |D| = ∅ we set r(D) = −1.
Theorem 2.33 (Tropical Riemann-Roch). [BN07, Theorem 1.12] Let D ∈ Div(Γ) be a
divisor, then

r(D)− r(K −D) = deg(D)− g + 1

Definition 2.34. For a closed, not necessarily connected subgraph Z ⊆ Γ, we define

Zϵ := {x ∈ Γ : dist(x, Z) < ϵ}.

A chip firing move is the data of a closed subgraph Z ⊆ Γ with a finite number of connected
components, and a distance ϵ > 0 such that Zϵ \ Z is a disjoint union of open intervals.

To such data we can associate the rational function

CF (Z, ϵ)(x) := −min{dist(x, Z), ϵ}.

This function is identically 0 on Z, it is identically −ϵ on Zc
ϵ and it interpolates linearly

between these two regions on Zϵ \ Z.
For D ∈ Div(Γ) a divisor, we say that we obtain a divisor D′ by firing Z (by a distance

ϵ) when D′ = D + div(CF (Z, ϵ)). We say that Z ⊆ Γ can fire if there is some ϵ > 0, such
that for all x ∈ ∂Z, D(x) + ordx CF (Z, ϵ) ≥ 0.
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Remark 2.35. When Z ⊂ Γ is a closed subgraph and x ∈ ∂Z, we define degoutZ (x) to be
the valence of x in the closed subgraph Γ \ Z◦. It follows that for x ∈ ∂Z, ordx CF (Z, ϵ) =
−degoutZ (x) and so Z ⊆ Γ can fire if and only if for all x ∈ ∂Z, D(x) ≥ degoutZ (x).

Remark 2.36. It follows directly from the definition that ∥CF (Z, ϵ)∥∞ = ϵ.

Definition 2.37. A weighted chip firing move is a non-constant rational function f , for
which there exist two disjoint proper closed subgraphs Z1 and Z2, such that Γ \ (Z1 ∪ Z2)
consists only of open segments such that f is constant on Z1 and Z2 and linear on each
component of Γ \ (Z1 ∪ Z2).

Lemma 2.38. Every weighted chip firing move f can be written as a sum of chip firing
moves (up to a constant)

f = f1 + · · ·+ fn,

where ∥fi∥∞ ≤ ∥f∥∞. Furthermore, if f ∈ R(D) for some effective divisor D, then fk ∈
R(D + div(f1 + · · · + fk−1)) for all k, that is f1, . . . , fn is a sequence of legal chip firing
moves.

Proof. We will proceed as in [HMY09, Lemma 1]. Let Z1, Z2 be as in the definition of
weighted chip firing move and let d = f(Z2) − f(Z1). Without loss of generality, suppose
that d > 0. Denote L1, . . . , Lr the open segments making up Γ \ (Z1 ∪ Z2). Let li be the
length of Li. Let also si > 0 be the slope of f along Li from Z1 to Z2 (so that si = d/li),
and let s = lcm(s1, . . . , sr).

Let ki = s/si and δ = d/s. For j = 0, . . . , s − 1, we let Yj be the subgraphs obtained
by attaching the adjacent subsegment of Li of length ⌊j/si⌋δ to Z2. We then define fj :=
CF (Yj , δ). Let g = f1 + · · ·+ fs−1. Clearly g is constant on Z1 and Z2 and its slope along
any given Li is by definition equal to si, hence f − g is a constant.

Suppose f ∈ R(D) for some effective divisor D. To show that f1, . . . , fs−1 is a sequence
of legal chip firing moves, we will focus on a single Li. Identify Li = (0, li), where we orient
Li from Z2 to Z1. We have that gk := f1 + · · ·+ fk is always concave on Li. Indeed, let ζx
be the tangent vector at x ∈ Li, then by the definition of the fj , we have that

sζx(f1 + · · ·+ fk) =


−si if x ∈ (0, ⌊k/si⌋δ),
−si{k/si} if x ∈ [⌊j/si⌋δ, (⌊k/si⌋+ 1)δ,

0 otherwise.

Here {a} := a− ⌊a⌋ denotes the fractional part of a. So gk is concave on Li, whence

ordx gk ≥ 0 ≥ −D(x)

for any x ∈ Li. If x is the point corresponding to 0 ∈ Li, then the slope of gk at x along
Li is at least −si, so we deduce that ordx gk ≥ ordx f ≥ −D(x). Finally, if x is the point
corresponding to li ∈ Li, then the slope of gk at x along Li (in the opposite direction) is
non-negative, and hence ordx gk ≥ 0 ≥ −D(x). We deduce that gk ∈ R(D), or equivalently
that

fk ∈ R(D + deg(f1 + · · ·+ fk−1)).

Lemma 2.39. Every tropical rational function is a sum of chip firing moves (up to a
constant). If we denote the sum by f = f1+ · · ·+ fn, where the fi are the chip firing moves,
then the fi can be chosen such that ∥fi∥∞ ≤ ∥f∥∞ and furthermore if f ∈ R(D) for some
divisor D, then fk ∈ R(D + div(f1 + · · · + fk−1)) for all k, that is f1, . . . , fn is a sequence
of legal chip firing moves.
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Proof. We will proceed as in [HMY09, Lemma 2]. Let Y = f(bend(f)∪V ), where V is a set
of vertices for any chosen model of Γ. Then Y is finite so denote y1 > · · · > yr its elements.
By construction we have that

gi := max{min{f, yi}, yi+1}

is a weighted chip-firing move. Note that

∥gi∥∞ = yi+1 − yi ≤ yr − y1 = ∥f∥∞,

and that for all k,
g1 + · · ·+ gk = max{f, yk+1}+ ck,

where ck is some constant. We show this by induction. We have that g1 = max{f, y2}, so
we can set c1 = 0 and

max{f, yk}+ ck−1 + gk = max{f, yk}+max{min{f, yk}, yk+1}+ ck−1.

Evaluated in x ∈ Γ, we obtain
f(x) + yk + ck−1 if f(x) ≥ yk,

yk + f(x) + ck−1 if yk+1 ≤ f(x) ≤ yk,

yk + yk+1 if f(x) ≤ yk+1.

And hence if we set ck = ck−1 + yk, we get that

max{f, yk}+ ck−1 + gk = max{f, yk+1}+ ck.

By Lemma 2.38, we have that gk = f
(k)
1 + · · ·+ f

(k)
nk with ∥f (k)

i ∥∞ ≤ ∥gk∥∞. So let D an
effective divisor such that f ∈ R(D), then since g1 + · · ·+ gk = max{f, yk+1}+ ck, we have
that g1 + · · ·+ gk ∈ R(D). This implies that gk ∈ R(D+div(g1 + · · ·+ gk−1)) and hence by
Lemma 2.38 we have that

f
(k)
l ∈ R(D + div(g1 + · · ·+ gk−1 + f

(k)
1 + · · ·+ f

(k)
l−1))

for all l.
Now it is clear that the desired properties hold if we set

(f1, . . . , fn) = (f
(1)
1 , . . . , f (1)

n1
, . . . , f

(r−1)
1 , . . . , f (r−1)

nr−1
).

2.3 Reduced divisors

We now describe reduced divisors, which are distinguished divisors in a linear system. The
purpose of this subsection is to introduce some theoretical background that will be useful in
section 4 and is used in the implementation.

Definition 2.40. Let v ∈ Γ be a point. We say a divisor D ∈ Div(Γ) is effective away from
v if D(x) ≥ 0 for all x ̸= v.

A v-reduced divisor is a divisor D ∈ Div(Γ) that is effective away from v and such that
for all subgraphs Z ⊂ V with v /∈ Z, Z cannot fire with respect to D.

Proposition 2.41. [Ami12, Theorem 2] Let D ∈ Div(Γ). There exists a unique v-reduced
divisor linearly equivalent to D.
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Definition 2.42. Let f a piece-wise linear function on Γ. We say a closed connected
subset C ⊆ Γ is a local maximum of f if f is constant on C and there exists some open
neighbourhood U of C, with f(U \ C) < f(C) (in the sense that for all x ∈ U \ C, y ∈ C,
we have f(x) < f(y)).

Proposition 2.43. Let D ∈ Div(Γ) be a v-reduced divisor. Then for all f ∈ R(D), if Z ⊆ Γ
is a local maximum for f , then v ∈ Z.

Proof. This will follow if we show that Z can fire with respect to D. Since Z is a local
maximum, f has strictly negative integral slope along all outgoing tangents on ∂Z. It
follows that for any x ∈ ∂Z,

ordx(f) ≤ −degoutZ (x),

and so since (D + div(f))(x) ≥ 0, this implies D(x)− degoutZ (x) ≥ 0 and so Z can fire.

Corollary 2.43.1. Let D ∈ Div(Γ) be a v-reduced divisor and f ∈ R(D) a rational function.
Then f admits its maximum in v.

Proof. Let Z ⊆ Γ be the set on which f admits its maximum, then Z is a local maximum
of f and so by Proposition 2.43, Z contains v.

Corollary 2.43.2. Let D ∈ Div(Γ) be a v-reduced divisor and f ∈ R(D) a rational function.
For all a ≤ f(v), the subgraph f−1([a,∞)) is connected.

Proof. Suppose there was some a with Y = f−1([a,∞)) disconnected. Then let C be a
connected component of Y such that v /∈ C, then if we denote Z ⊆ Γ the set on which
f |C admits its maximum, we have that Z is a local maximum of f and hence v ∈ Z, a
contradiction.

Proposition 2.44. Suppose D ∈ Div(Γ) is a v-reduced divisor. Then D is linearly equiva-
lent to an effective divisor if and only if D is effective.

Proof. If D is effective then the statement is clear. Suppose D + div(f) ≥ 0 for some f .
Then f admits its maximum in v by Corollary 2.43.1. In particular, the outgoing slopes of
f at v are all negative (or zero). This implies that ordv(f) ≤ 0 and hence

D(v) ≥ D(v) + ordv(f) = (D + div(f))(v) ≥ 0,

so D is effective.

2.4 Tropical modules

We will now discuss tropical modules, which are a natural structure that appear in the
context of linear systems. We build on the discussion in [HMY09, Section 3].

Definition 2.45. The tropical semifield (R ∪ {−∞},⊕,⊙) is the set of real numbers R ∪
{−∞} with infinity with the two tropical operations defined by

a⊕ b = max(a, b),

a⊙ b = a+ b.

A tropical module (M,⊕,⊙,−∞) is a semi-module over the tropical semi-ring.
For any set E, the space RE ∪ {−∞} is naturally a tropical module. Clearly, PL(Γ) and

Rat(Γ) are stable under tropical addition and scaling, so we have an inclusion of tropical
modules RΓ ∪ {−∞} ⊃ PL(Γ) ⊃ Rat(Γ), where by abuse of notation we implicitly consider
−∞ to be part of these tropical modules.
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Proposition 2.46. Let D be an effective divisor. Then the space R(D) with the point-wise
tropical operations is a tropical module.

Proof. For any c ∈ R and f ∈ R(D), we have that div(c⊙ f) = div(f) as adding a constant
does not change the slopes of f , so clearly R(D) is stable under tropical scaling.

Let f, g ∈ R(D) and x ∈ Γ. If f(x) ̸= g(x), w.l.o.g. f(x) > g(x), then for all tangent
vectors ζ ∈ TxΓ, sζ(f ⊕ g) = sζ(f). It follows that ordx(f ⊕ g) = ordx(f) and so

(D + div(f ⊕ g))(x) = (D + div(f))(x) ≥ 0

If instead f(x) = g(x), then for all tangent vectors ζ ∈ TxΓ,

sζ(f ⊕ g) = max(sζ(f), sζ(g)) ≥ sζ(f),

and so in particular ordx(f ⊕ g) ≥ ordx(f). We deduce that

(D + div(f ⊕ g))(x) ≥ (D + div(f))(x) ≥ 0,

and so we conclude that f ⊕ g ∈ R(D).
Hence R(D) is stable under tropical addition and scaling, so it is a tropical submodule

of Rat(Γ).

As seen before, we have that |D| ∼= R(D)/R and this gives |D| additional structure we
can work with.

Definition 2.47. Let M a tropical module, we define the tropical projectivization of M to
be

T(M) = (M \ {−∞})/R,

which is the quotient of M \ {−∞} modulo tropical scaling. We call such a space a tropical
projective space.

Definition 2.48. Let X = T(M) be a tropical projective space. We say a subset Y ⊂ X is
tropically convex, if Y = T(N) where N is a tropical submodule of M .

Remark 2.49. When D ∼ D′, then D′ = D + div(f), so the tropical modules R(D) and
R(D′) are isomorphic via the mapping

ϕ : R(D)→ R(D′)

g 7→ g − f.

This is clearly a morphism as for g, h ∈ R(D),

ϕ(g ⊕ h) = ϕ(max(g, h))

= max(g, h)− f

= max(g − f, h− f)

= ϕ(g)⊕ ϕ(h)

and for c ∈ R ∪ {−∞},
ϕ(c⊙ g) = c+ g − f = c⊙ ϕ(g).

We deduce that the tropical projective space structure on |D| does not depend on the chosen
divisor D.

We will now define a binary operator useful for studying tropical modules. This operator
has been used in the implementation to check whether a rational function belongs to the
submodule spanned by a chosen set of generators.
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Definition 2.50. Let M ⊆ RE ∪ {−∞} be a tropical submodule. We define the binary
operator ⟨·, ·⟩ by

⟨f, g⟩ = inf
x∈E
{f(x)− g(x)}

for all f, g ∈M , and g ̸= −∞.
For f, g ∈M we say ⟨f, g⟩ ⊙ g is the projection of g on f .

Remark 2.51. When M is a submodule of PL(Γ) ⊆ RΓ ∪ {−∞}, or when E is finite, the
infimum is attained.

Remark 2.52. We have that

(⟨f, g⟩ ⊙ g)(x) = inf
y∈E
{f(y)− g(y)}+ g(x) ≤ f(x)

for all x ∈ E, and so ⟨f, g⟩ ⊙ g ≤ f .

Proposition 2.53. Let M ⊆ RE ∪ {−∞} be a finitely generated submodule and G ⊆ M a
finite generating set. Then for all f ∈M ,

f =
⊕
g∈G

⟨f, g⟩ ⊙ g.

Proof. By Remark 2.52, we already know that

f ≥
⊕
g∈G

⟨f, g⟩ ⊙ g.

Since G is a generating set for M , there exist some ag ∈ R ∪ {−∞} for all g ∈ G such
that

f =
⊕
g∈G

ag ⊙ g.

Now, for all g, we have that f ≥ ag ⊙ g. It follows that f − g ≥ ag and so ⟨f, g⟩ ≥ ag. We
deduce that ⊕

g∈G

⟨f, g⟩ ⊙ g ≥
⊕
g∈G

ag ⊙ g = f,

which shows the other inequality.

Corollary 2.53.1. Let M ⊆ RE ∪ {−∞} a tropical submodule and G a finite subset. Then
f ∈M belongs to the submodule spanned by G if and only if

f =
⊕
g∈G

⟨f, g⟩ ⊙ g.

These properties are quite useful for studying tropical modules when we know their set
of generators. Unfortunately, it is in general not easy to find a set of generators of a tropical
submodule. Luckily, when M is a finitely generated submodule of RE ∪ {−∞}, we can give
an explicit characterization of the elements belonging to a minimal generating set and in
some cases it is even possible to find these exhaustively.

Definition 2.54. An element f ∈ M is called extremal if for any g, h ∈ M such that
f = g ⊕ h, it holds that either f = g or f = h.

Remark 2.55. An element f ∈M is extremal if and only if for all c ∈ R, c⊙ f is extremal
as well.
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Proposition 2.56. [HMY09, Proposition 8] Let M ⊆ RE ∪ {−∞} a finitely generated
tropical module. The set of extremals of M is finite (up to tropical scalar multiplication),
and is a minimal generating set of of M .

Proposition 2.57. [HMY09, Theorem 6] The tropical semi-module R(D) finitely generated.

The description of the generating set of a tropical module in terms of its extremals is
especially useful when working with R(D), and in this case we may even find a generating
set explicitly.

Proposition 2.58. [HMY09, Lemma 5] A rational function f ∈ R(D) is an extremal of
R(D) if and only if there are no proper subgraphs Γ1,Γ2 covering Γ (in the sense that
Γ1 ∪ Γ2 = Γ), such that each can fire on D + div(f).

Definition 2.59. We say a finite subset A ⊂ Γ is a cut set if Γ \A is not connected and w
e denote by S the set of rational functions f ∈ R(D), such that supp(D+div(f))E is not a
cut set.

Proposition 2.60. [HMY09, Theorem 6(a)] The set S is finite (up to tropical scalar mul-
tiplication) and contains the set of extremals of R(D).

Remark 2.61. Since Proposition 2.58 gives us a way to check whether a function is extremal
in a finite number of steps, this yields an algorithm that finds a minimal generating set of
R(D) in finite time.

Remark 2.62. One could also check that a function f ∈ S is extremal directly from the
definition using Corollary 2.53.1, since S is a finite generating set. Indeed, f is extremal if
and only if it is not in the span of S \ {f}.

2.5 Abstract polyhedral complex structure

Let X be a Hausdorff topological space X. An abstract polyhedral complex structure on X
is a finite set K of subspaces σ ⊆ X, with partial order given by inclusion, such that

• Each σ ∈ K is homeomorphic to a convex rational polyhedron |σ|.

• The homeomorphism σ ∼= |σ| induces an isomorphism between the posets

K≤σ := {τ ∈ K | τ ⊆ σ}

and the poset of faces of |σ|, denoted by Fσ.

• When τ ⊆ σ is a face corresponding to η ∈ Fσ, |τ | and η are isometric.

• For σ, τ ∈ K, we have that σ ∩ τ ∈ K.

As described in [Ami12], a complete linear system |D| admits a natural structure of an
abstract polyhedral complex. We will briefly summarize how it is characterized, but we will
avoid going into the technical details.

A model G = (V,E) of Γ induces an abstract polyhedral complex structure on it. Indeed,
if we start with V with the discrete topology, Γ is obtained by gluing for each edge e ∈ E a
closed interval of length l(e) to the corresponding vertices. There is then a naturally induced
abstract polyhedral complex structure on the product Γd. When G has no self-loops, we
also get an induced abstract polyhedral complex structure on the dth symmetric product
Γd/Sd, where Sd is the symmetric group acting on Γd. Fix for each edge e ∈ E a direction,
making it a directed edge. This allows us to identify an edge e with the interval [0, l(e)].
The relative interior of a face σ of Γd/Sd is described by maps
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• mV : V → N,
• mE : E →

⋃∞
k=0 Nk

>0,

A point x = (x1, . . . , xd) belongs to relint(σ) if and only if the following conditions hold:

• For each vertex v ∈ V , the number of xi such that xi = v is mV (v).

• For each edge e ∈ E let y1, . . . , yr be the points of e appearing in (x1, . . . , xd), ordered
according to the fixed orientation of e. Then the number of xi such that xi = yj is
mE(e)j .

Fix an ordering e1, . . . , es of edges. Let ki be the length of the sequence mE(ei). Let
n =

∑
e∈E ke, then relint(σ) may be identified with the following subset of Rn.

relint(σ) ∼= {x ∈ Rn | 0 < x1 < · · · < xk1
< l(e1),

0 < xk1+1 < · · · < xk1+k2
< l(e2), . . . ,

0 < xk1+···+ks−1+1 < · · · < xn < l(es)}

When D is a divisor of degree d, |D| embeds into the abstract polyhedral complex
complex Γd/Sd. Denote K the poset of faces (also called cells) of Γd/Sd. The intersection
of |D| with the relative interior of a face τ ∈ K consist of a finite number of connected
components. It turns out that the set KD consisting of the closures of all such connected
components gives |D| the structure of an abstract polyhedral complex. A face τ ∈ KD is
by definition contained in some face σ ∈ K. The homeomorphism τ ∼= |τ | is then given by
co-restriction of the embedding

τ ↪→ σ ∼= |σ|.

Similarly as before, we may describe the relative interior of a face τ ∈ KD with a triple
(mV ,mE , s) given by maps

• mV : V → N,
• mE : E →

⋃∞
k=0 Nk

>0,

• s : E → Z.

A divisor D′ = D + div(f) then belongs to relint(τ) if and only if the following conditions
are satisfied:

• For each vertex v ∈ V , D′(v) = mV (v).

• For each edge e ∈ E, D′|e =
∑

i mE(e)ixi, where 0 < x1 < · · · < xk < l(e).

• For each edge e ∈ E with corresponding tangent ζ based at the origin of the edge,
sζ(f) = s(e).

Remark 2.63. Not all triples (mV ,mE , s) will correspond to a non-empty face of |D|.

We will now define the notion of definable subset, following [JP22].

Definition 2.64. A subset of Rn is called definable if it can be written as a finite expression
involving intersections, unions, and complements of closed half-spaces

Hi = {u ∈ Rn | ⟨u, vi⟩ ≥ ai}.

A subset X ⊆ |D| is definable if the image of X ∩ σ ↪→ |σ| is definable for all σ ∈ KD.

The reason why this notion is nice is that it allows us to define a reasonable notion of
dimension around a point for a large class of subspaces of |D|.

19



Proposition 2.65. When Y ⊆ Rn is a closed and definable subset, then Y is a finite union
of (possibly unbounded) polyhedra.

Proof. By assumption, Y ⊆ Rn is written as a finite expression involving intersections,
unions, and complements of closed half-spaces Hi. We can rewrite this expression to write
it under the form

Y =

k⋃
i=1

l⋂
j=1

Hi,j ,

where the Hi,j are either closed, or open half-spaces. We call an expression of this form a
disjunctive normal form (it is not unique). We may assume that for all i

l⋂
j=1

Hi,j

is non-empty, as otherwise we can just remove this term from the expression.
However as we assumed that Y is closed, we have that

Y = Y =

k⋃
i=1

l⋂
j=1

Hi,j =

k⋃
i=1

l⋂
j=1

Hi,j .

To see the last equality, note that

l⋂
j=1

Hi,j ⊆
l⋂

j=1

Hi,j .

Take any x ∈
⋂l

j=1 Hi,j and y ∈
⋂l

j=1 Hi,j (such an y exists as we assumed the intersection
is non-empty). Then define

xn =
1

n
y +

(
1− 1

n

)
x.

We will show that this sequence is contained in
⋂l

j=1 Hi,j . Suppose for the sake of contra-
diction that there are some i, j, n such that xn /∈ Hi,j . If Hi,j was a closed half-space, then
x ∈ Hi,j , but this would imply that [x, y] ⊆ Hi,j as Hi,j is convex. So Hi,j has to be an
open half-space. Write

Hi,j = {u ∈ Rn | ⟨u, v⟩ < a},

then since x ∈ Hi,j , it follows that ⟨x, v⟩ ≤ a. Furthermore ⟨y, v⟩ < a. But by bilinearity
we get that

⟨xn, v⟩ =
1

n
⟨y, v⟩+

(
1− 1

n

)
⟨x, v⟩ < a.

This shows that xn ∈ Hi,j , a contradiction.

This shows that the sequence of xn is contained in
⋂l

j=1 Hi,j , and hence since x is the

limit of this sequence, it lies in
⋂l

j=1 Hi,j . This shows the other inclusion.
As a result, we may assume that all the Hi,j are actually closed half-spaces and so this

concludes the proof.

Corollary 2.65.1. Let Y ⊆ Rn a closed and definable subset. Then Y admits the structure
of a polyhedral complex.
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Proof. Since Y is a finite union of polyhedra, up to subdividing the polyhedra we may assume
that the intersection of any two given polyhedra is a face of each respective polyhedron. It
follows that Y admits a natural structure of polyhedral complex.

Corollary 2.65.2. If X ⊆ |D| is a closed and definable subset, then X admits the structure
of an abstract polyhedral complex.

Proof. For all σ ∈ KD, X ∩ σ admits the structure of a polyhedral complex Kσ, and up to
refining the polyhedral complex structure, we may assume that for any τ ⊆ σ, Kσ restricted
to faces contained in τ agrees with Kτ . The abstract polyhedral complex structure KX on X
is then given by the union of the Kσ, where for τ ⊆ σ we identify Kτ with the corresponding
subset of Kσ.

Definition 2.66. Let X be an abstract polyhedral complex, and x ∈ X. We define the
dimension of X at x to be

dimx X := max{dim(σ) | σ ∈ KX , x ∈ σ}.

Here dim(σ) denotes the dimension of the smallest affine subspace containing |σ|.

Definition 2.67. Let X be an abstract polyhedral complex. We define the relative interior
of X to be

relint(X) :=
⋃

σ∈KX
σ maximal

relint(σ).

Remark 2.68. Let X be a closed definable subset of |D|, equipped with the induced
abstract polyhedral complex structure. Let D′ ∈ X be a divisor, which belongs to the
relative interior of a unique face σ of Γd/Sd and also of a unique face τ of X. Then τ ⊆ σ
and in addition τ embeds as a polytope in σ, so we get naturally an embedding of manifolds
relint(τ) ↪→ relint(σ). If D′ ∈ relint(X), then τ is a maximal face of X, and so τ has
dimension dimx X. In particular, this implies that we may detect the dimension of X at D′

from the dimension of the tangent space of relint(τ) at D′, which we may naturally identify
as a subspace of the tangent space of relint(σ) at D′.

Recall that relint(σ) can be naturally identified as a subspace of Rn for some n, with
coordinates corresponding to the positions of the chips of D′ along the edge they are sup-
ported on. A tangent vector at D′ may be therefore coordinatized by the rate at which it
moves each of the chips of D′ in a given direction along each edge. In other words, it corre-
sponds to an infinitesimal transformation of D′ and may be represented by a continuously
differentiable path [0, ϵ)→ relint(σ)

The above discussion motivates a definition of tangent space of an arbitrary subspace of
Γd/Sd at a given point.

Definition 2.69. Let X ⊆ Γd/Sd be a subspace. We define the tangent space of X at x,
denoted by TxX as the linear subspace of TxΓ

d/Sd generated by the tangent vectors that
may be represented as a continuously differentiable path [0, ϵ) → Γd/Sd whose image is
contained in X.

Remark 2.70. When X is an abstract polyhedral complex and x ∈ relint(X), then

dimx X = dimTxX.
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2.6 Structure of complete linear systems

In what follows we fix a model G = (V,E) of Γ without self-loops. As discussed previously, a
complete linear system |D0| inherits the structure of an abstract polyhedral complex which
depends on this model.

Definition 2.71. Let D ∈ |D0| be a divisor. We say D is generic if D ∈ relint(|D0|).

Remark 2.72. For any divisor D ∈ |D0|, there is a unique cell ∆D of |D0| such that D
belongs to the relative interior of ∆D. It follows that D is generic if and only if ∆D is an
inclusion-wise maximal cell.

Remark 2.73. The set of generic divisors of |D0| is dense in |D0|.

For D a divisor, we will split it as a sum of the divisors DV := D|V and DE := D|Γ\V .

Proposition 2.74. [HMY09, Prop. 13] Let D ∈ |D0| be a divisor, then

dim∆D = #{connected components of Γ \ suppDE} − 1

Definition 2.75. Let A be a finite subset of Γ. We say a divisorD ∈ Div(Γ) is A-unsaturated
whenever there is no closed subgraph C ⊆ Γ with ∂C ∩A ̸= ∅ that can fire.

Remark 2.76. We are mostly interested in the case where the set A is the set of vertices
V of our model G.

Proposition 2.77. Let D be a divisor. Then D is generic if and only if the following
conditions are satisfied:

1) For all x ∈ Γ, we have that D(x) < val(x).

2) D is V -unsaturated

Proof. Suppose D is generic, then it follows immediately from Proposition 2.74 that there
is no subgraph C that can fire, that satisfies

# supp(div(D + CF (Z, ϵ))E) > #suppDE

for all ϵ > 0 small enough.
If for some x ∈ Γ we had that D(x) ≥ val(x), then taking C = {x}, we would get that

the subgraph C can fire, and by firing it we would get a divisor with more points supported
on the edges. So condition 1) is satisfied.

If there was a closed subgraph C ⊆ Γ with ∂C ∩ V ̸= ∅, then firing C would move at
least one chip from a vertex to the interior of an edge. Again, this would yield a divisor
with more points supported on the edges. Hence D is V -unsaturated and so condition 2) is
satisfied as well.

Now, suppose D satisfies the two conditions. For the sake of contradiction, suppose D
is not generic, then for all ϵ > 0, there exists some D′ = D + div(f) ∈ |D|, such that
∥f∥∞ ≤ ϵ and D′ belongs to some higher dimensional cell. By Lemma 2.39, we may write
f = f1 + · · ·+ fn, where the fi = CF (Zi, ϵi) are chip firing moves with ϵi = ∥fi∥∞ ≤ ∥f∥∞.
Furthermore, the Lemma also ensures that f1 ∈ R(D). By condition 1), Z1 contains no
isolated point, and since D is V -unsaturated, ∂Z1 does not contain any vertices. We deduce
that for ϵ small enough, D + div(f1) has the same combinatorial type as D. In addition,
f1 is constant in a neighbourhood of each vertex, so we deduce that D + div(f1) belongs
to the relative interior of the same cell of |D| as D. We can repeat the argument to get by
induction that D′ belongs to the relative interior of the same cell as D, a contradiction.
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f

ft
t

Figure 6: Example of f and ft = f ⊕ (sup(f)− t)

Proposition 2.78. For any generic divisor D ∈ |D0|, we have that

dim∆D ≥ r(D).

Proof. We will show by induction on r that if r(D) ≥ r, then dim∆D ≥ r, which implies
the result. The base case r = 0 is trivially verified, so suppose r ≥ 1.

Since r(D) ≥ r ≥ 1, there exists some non-constant rational function f ∈ R(D), then
define

ft = f ⊕ (sup(f)− t).

See Figure 6 for a depiction of ft on an interval. The map t ∈ [0, ϵ) 7→ D+div(ft) determines
a tangent vector ζ in |D|.

Let S := V ∪ bend(f), then f(S) is a finite set and so for ϵ > 0 small enough, the set

f(S) ∩ [sup(f)− ϵ,∞)

will consist only of a single point, which implies that fϵ will be a weighted chip-firing move
(and so will be all the ft for 0 < t < ϵ). Let Z be the subgraph on which fϵ attains its
maximum, then Z can fire as

D(x) ≥ −div(fϵ)(x) ≥ degoutZ (x).

Since D was assumed to be generic, by Proposition 2.77 we know that Z contains no isolated
points (as otherwise for such an x we would get degoutZ (x) = val(x) and so D(x) ≥ val(x)),
and ∂Z ∩ V = ∅, as D is V -unsaturated. In particular, ∂Z ∩ suppD consists only of points
on the interior of edges, and for such x, we know that D(x) < val(x) = 2. We deduce that
fϵ can only be an ordinary chip firing move CF (Z, ϵ). Now, take any x ∈ ∂Z ∩ suppD.
Clearly,

r(D − x) ≥ r(D)− 1 ≥ r − 1.

Furthermore, D − x is generic as it clearly satisfies the conditions of Proposition 2.77. By
the induction hypothesis, we obtain that ∆D−x ≥ r − 1 and so let ζ1, . . . , ζn−1 be linearly
independent tangent vectors at D − x. Since ∆D−x naturally embeds into ∆D via the map
D′ 7→ D′ + x, we may see the ζi as vectors in the tangent space at D.

We claim that the vectors ζ, ζ1, . . . , ζn−1 are linearly independent, which will imply that
the tangent space at D has dimension at least n and so dim∆D ≥ n. To see this, notice that
the ζi correspond to infinitesimal transformations of D that fix the chip at x. This follows
from the fact that D(x) = 1 and so D − x has no chip at x. However, x was chosen in the
boundary of Z, so ζ has a non-zero component along the coordinate corresponding to the
chip at x, so ζ is independent from the ζi, and this completes the proof.

Corollary 2.78.1. For any divisor D ∈ |D0|, we have that

dimD |D0| ≥ r(D0).
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Proof. For any maximal cell σ ∈ KD0 , its relative interior is non-empty and so there exists
some D′ ∈ relint(σ). Note that this implies ∆D′ = σ. In particular,

dim∆D′ ≥ r(D′) = r(D0)

Since the dimension of |D0| at D is at least the dimension of a maximal cell containing D,
the statement follows.

1

(a) Rank 0

3

(b) Rank 1

Figure 7: Divisors whose complete linear system is locally of dimension strictly greater than
the rank.

Remark 2.79. One may wonder whether the rank is fully encoded in the dimension of the
complete linear system. In general this is not true, as it might happen that |D| only has
cells of dimension strictly higher than r(D). The dumbbell graph provides simple counter-
examples, as illustrated in the Figure 7. The complete linear system corresponding to the
divisor in (a) is just an interval, so equi-dimensional of dimension 1. The complete linear
system corresponding to the divisor in (b) has maximal cells of dimensions at least 2. Indeed,
the maximal cells are of three sorts:

• All three chips on the bridge (dimension 3)

• Two chips on one circle and the third on the bridge (dimension 2)

• All three chips on the same circle (dimension 2)

2.7 Structure of the canonical linear system

We will now study the case of the canonical linear system. We recall that the canonical
divisor is defined by

K =
∑
x∈Γ

(val(x)− 2) · x.

The canonical linear system depends tightly on the cycles present in the metric graph as we
will soon see. We will start with a few lemmas.

Lemma 2.80. Let D be a V -unsaturated divisor. Then for any connected component C of
Γ \ suppDE, we have that g(C) ≥ degD|C

Proof. We proceed by induction on degD|C . The fact is clearly true when degD|C = 0, as
g(C) is always non-negative. So suppose the Lemma holds when degD|C < n for some fixed
n ∈ N, we will now show that it also holds when degD|C = n.

We may see D|C as a divisor in Ĉ. Fix some x ∈ C \suppD|C and let A be the connected
component of x in Ĉ \ suppD|C and let B be the complement of A. We claim that there is
some y ∈ suppD|C such that degoutB (y) > D(y). For the sake of contradiction, suppose that
for all y ∈ suppD|C , degoutB (y) ≤ D(y), then we can fire B in Ĉ. Let B′ be the image of B
in Γ, then ∂B′ \ C consists of points in suppDE . Let y be such a point, then val(y) = 2,
which implies that degoutB′ (y) = 1 as y is on the boundary of B′. Furthermore, D(y) ≥ 1
since y ∈ suppDE . We deduce that B′ can fire in Γ. Since we assumed D is V -unsaturated,

24



this implies ∂B′ ∩ V = ∅ and so ∂B′ ⊆ suppDE . We deduce that B′ is all of C, but this
would imply that B is all of Ĉ (since only a finite number of points are identified in the
gluing Ĉ → C and B is closed), which is absurd as A is non-empty and open.

So let y ∈ suppD|C such that degoutB (y) > D(y). Then choose ζ ∈ TyΓ along some edge
in A. Cut Γ along ζ to obtain a new metric graph Γ′, and let C ′ be the set of points of Γ′

lying above C. We claim that C ′ is connected. Indeed, since y ∈ suppD|C , it follows that
D(y) ≥ 1 and so degoutB (y) ≥ 2. In particular, this means there are at least two independent
paths between x and y in A, which go along a different tangent at y. So after the cut, one
of the two paths has to stay intact, which implies the connectedness of C ′. In Γ′ there are
two points lying above y, say y0, y1 and suppose y1 is the leaf that corresponds to the cut
along ζ. Lift the model of Γ to Γ′ by letting

V ′ = (V \ {y}) ∪ {y0, y1}.

Define a divisor D′ on Γ′ by lifting D to Γ′ on Γ \ {y} and let D′(y0) = D(y) − 1 and
D(y1) = 0. We claim that D′ is a V ′-unsaturated divisor of Γ′. Suppose there is a closed
subgraph Z ′ ⊆ Γ′ with ∂Z ′ ∩ V ′ ̸= ∅ that can fire. Then for all z ∈ ∂Z ′, we have that
degoutZ′ (z) ≤ D′(z). Let Z be the image of Z ′ under the gluing Γ′ → Γ. It follows that for
z ∈ ∂Z \ {y},

degoutZ (z) = degoutZ′ (z) ≤ D′(z) = D(z).

If y ∈ ∂Z, then we have by construction that

degoutZ (y) ≤ degoutZ′ (y0) + 1 ≤ D′(y0) + 1 = D(y).

We conclude that Z can fire and so ∂Z ∩V = ∅ since D is V -unsaturated. In particular, ∂Z
is contained in the image of ∂Z ′, so we deduce that ∂Z ′ ∩ V ′ = ∅ by choice of model V ′.

So we may apply the induction hypothesis to Γ′, D′, C ′ to get that g(C ′) ≥ degD′|C′ .
Now, notice that Ĉ ′ has the same number of edges as Ĉ but one extra vertex (Ĉ ′ is the cut
of Ĉ along ζ), so by Remark 2.13, we have that g(C ′) = g(C)− 1. Furthermore, we have by
construction of D′ that degD′|C′ = degD|C − 1, and so the conclusion follows.

Lemma 2.81. Suppose Γ is connected. Let D be a generic divisor. Let C1, . . . , Cn be the
connected components of Γ \ suppDE. Then

dim∆D = degD − g(Γ) +

n∑
i=1

(g(Ci)− degD|Ci)

Proof. The points of suppDE are all of valence 2, furthermore, since D is generic, by Propo-
sition 2.77, D(x) = 1 for all x ∈ suppDE . So we deduce from Lemma 2.18 that

g(Γ) = g(Γ \ suppDE) + degDE + 1−N,

where N is the number of connected components of Γ \DE . By Proposition 2.74, we have
that

dim∆D = N − 1

= degDE − g(Γ) + g(Γ \ suppDE)

= degD − g(Γ) + g(Γ \ suppDE)− degDV .

Now the result follows from the fact that

g(Γ \ suppDE) =

n∑
i=1

g(Ci), and degDV =

n∑
i=1

degD|Ci
.
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By the Riemann-Roch theorem (Theorem 2.33) we have that

r(K) = deg(K)− g(Γ) + 1.

The degree of K is 2g− 2, which may be computed using Remark 2.13, and hence the rank
of K is g − 1. By Proposition 2.78, we know that maximal cells have dimension at least
g − 1. As we will now see, there is a general class of graphs for which the canonical linear
system always has cells of higher dimension.

Definition 2.82. We say two cycles are disjoint if they don’t intersect.

Proposition 2.83. If Γ has at least two disjoint cycles, then there is a cell σ of |K| of
dimension at least g.

Proof. The union of the two cycles Z = Z1 ∪ Z2 is a subgraph where each vertex v has
val(v) − 2 outgoing edges. Since K(v) = val(v) − 2, we deduce Z can fire and firing Z will
remove all the chips from it. So fire Z by a small amount ϵ > 0 to obtain a divisor F ∈ |K|.
Since generic divisors are dense in |K|, we can find a generic divisor D close enough to F ,
so that suppD ∩ Z = ∅. It follows that Γ \ DE has at least two connected components
containing a cycle and no point of DV (the connected components containing Z1 and Z2

respectively). By Proposition 2.77 and Lemma 2.80, it follows that∑
C

(g(C)− degD|C) ≥ 2,

where the sum is over the connected components of Γ \ suppDE . Since degD = degK =
2g − 2, the result follows from Lemma 2.81.

Remark 2.84. The converse statement is not true, for example the bipartite graph on 6
vertices does not contain two disjoint cycles, however |K| has a cell of dimension 5 ≥ g(Γ) =
4. This divisor is represented in Figure 8.

Figure 8: Divisor D on bipartite graph on six vertices with dim∆D = 5. The points in the
support of D are all of multilpicity 1.

Unlike in the case of arbitrary complete linear systems, the lower bound for dimension
is always attained in the case of canonical linear systems.

Proposition 2.85. For any metric graph Γ, there always exists a maximal cell σ of |K| of
dimension g − 1. Furthermore, for any D ∈ relint(σ), we have that suppD ∩ V = ∅.

Proof. By the tropical Riemann-Roch theorem (Theorem 2.33), we get that r(K) = g − 1.
So choose P1, . . . , Pg−1 in Γ \V , such that Γ \ {P1, . . . , Pg−1} has genus 1. By the definition
of rank, there exists some divisor R ∈ |K −P1− · · · −Pg−1|, so let S = R+P1 + · · ·+Pg−1.

Let D ∈ |K| be a generic divisor sufficiently close enough to S, so that B(Pi, ϵ)∩ suppD
is non-empty for some small ϵ (we may always find such a divisorD, since generic divisors are
dense in the complete linear system). For such a D we necessarily have g(Γ \ suppDE) ≤ 1.
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Now we may apply Lemma 2.18 to get

#{conn. comp. of Γ \DE} = 1 + degDE − (g(Γ)− g(Γ \DE))

≤ 1 + degD − (g − 1) = g.

By Proposition 2.74, we get that dim∆D ≤ g − 1. We also have that dim∆D ≥ g − 1, by
Proposition 2.78, so we must get dim∆D = g− 1. In particular, this forces degDE = degD
and so DE = D.

2.8 Tropical linear systems

We would now like to define the notion of linear systems on metric graphs. In algebraic
geometry linear systems are projective subspaces of the complete linear system, so in analogy
we will call tropical linear system the projectivizations of tropical submodules of R(D0).

Definition 2.86. Let d be a tropically convex subset of the complete linear system |D0|,
we say d is a tropical linear system (or tropical linear series).

For any D ∈ |D0|, we will denote by R(d, D) the cone over d in R(D). In other words,

R(d, D) := {f ∈ R(D) | D + div(f) ∈ d}

is the tropical submodule of R(D) whose tropical projectivization is d.

Remark 2.87. Note that R(d, D) contains the constant functions if and only if D ∈ d.

Remark 2.88. Some authors choose to start with a tropical submodule Σ ⊆ R(D0) and
denote the associated tropical linear system by

|Σ| := T(Σ) ⊆ |D0|.

This is the convention used in [JP22] and [FJP23]. Note that in these two papers the authors
use the term “tropical linear series” for Σ (with some additional conditions on Σ), rather
than |Σ|.

Definition 2.89. Let E be an effective divisor, we define

d(−E) = {D ∈ d | D − E ≥ 0}.

Note that d(−E) is also a tropical linear series as for any choice of D ∈ |D0|,

R(d(−E), D) = R(d, D) ∩R(D − E) ⊆ R(D),

is a tropical submodule.

Definition 2.90. We define the rank of d to be the integer

r(d) = max{d ∈ N | d(−E) ̸= ∅ for all effective divisor E of degree d},

where if d(−E) = ∅, we set r(d) = −1.

Definition 2.91. We will say that a tropical linear system d ⊆ |D0| is finitely generated if
R(d, D0) is finitely generated as a tropical module.

Proposition 2.92. [JP22, Lemma 2.8] If d ⊆ |D0| is a finitely generated tropical linear
series, then d is a closed, definable subset of |D0|.

Corollary 2.92.1. Any finitely generated tropical linear series d admits the structure of an
abstract polyhedral complex.
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Proof. This follows from Corollary 2.65.2.

We would now like to generalize Proposition 2.78 to tropical linear systems. The problem
we face is that the notion of generic divisor we defined in the previous section is not as
tractable in this setting, since the abstract polyhedral complex structure is not so easy to
characterize. However, we can show the result for a dense class of divisors, which will then
imply the dimension bound for all maximal cells. Fix d ⊆ |D0| a complete linear system.

Definition 2.93. Let D ∈ d be a divisor. Let f ∈ R(d, D) be a non-constant function and
let Z be the set on which f attains its maximum. Then we say that f splits D (at x) if
D(x) + ordx(f) > 0 for some x ∈ ∂Z.

We will say D does not split (in d) if there is no f ∈ R(d, D) that splits D.

Proposition 2.94. The set of divisors that do not split in d is dense in d.

Proof. Let D ∈ d. We will show that for all ϵ > 0 there exists a D′ ∈ d that does not split
and d∞(D,D′) < ϵ. We proceed by induction on n = degD −#suppD. If n = 0, then D
has multiplicity 1 at all points in its support, so there cannot be any function that splits D.

Now, suppose n > 0 and suppose there exists an f ∈ R(d, D) that splits D, then let Z
be the set on which f attains its maximum and let

fϵ = f ⊕ (sup(f)− ϵ).

Then fϵ is a weighted chip-firing move. For ϵ > 0 small enough, Zϵ ∩ suppD = Z ∩ suppD,
and Z◦

ϵ \ Z consists only of open intervals, where we let

Zϵ = {x ∈ Γ | dist(x, Z) ≤ ϵ}.

Since f splits D, there exists some x ∈ ∂Z such that D(x) + ordx(f) > 0, in particular
D(x) + ordx(fϵ/2) > 0. Let D′ = D + div(fϵ/2). If D′ does not split, we’re done since
d∞(D,D′) = ϵ/2 < ϵ. Otherwise, since # suppD′ ∩ Zϵ > #suppD ∩ Zϵ and D′|Zc

ϵ
= D|Zc

ϵ
,

we see that we can apply the induction hypothesis to get divisor D′′ that does not split with
d∞(D′, D′′) < ϵ/2. The result the follows by the triangle inequality.

Proposition 2.95. If D ∈ d does not split, then the dimension of the tangent space of d at
D is at least r(d).

Proof. We will show by induction on r that if r(d) ≥ r, then dimTDd ≥ r, which will imply
the result. When r = 0 there is nothing to show, so suppose r > 0.

Since r(d) ≥ 1, there exists some non-constant f ∈ R(d, D). Define

ft = f ⊕ (sup(f)− t).

Then t ∈ [0, ϵ) 7→ D + div(ft) determines a tangent vector in d.
Let Z be the set on which f attains its maximum and choose some x ∈ ∂Z. Clearly,

D(x) ≥ 1, so D ∈ d(−x). We claim that R(d(−x), D) contains no function g that attains
its maximum at x and ordx(g) < 0. Indeed, if g was such a function and we denote by Y
the set on which g attains its maximum, then x ∈ Y and D(x) + ordx(g) ≥ 1 by definition
of d(−x), which contradicts the fact that D does not split.

Now, it follows from the definition of rank that

r(d(−x)) ≥ r(d)− 1 ≥ r − 1,

and hence dimTD(d(−x)) ≥ r− 1 by the induction hypothesis. Let ζ1, . . . , ζr−1 be indepen-
dent tangent vectors of d(−x) at D. Since d(−x) ⊆ d, we may consider ζi as tangent vectors
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of d at D. Since there is no function g ∈ R(d(−x), D) such that ordx(g) ̸= 0 and g attains its
maximum at x, we deduce that the ζi all correspond to infinitesimal transformations of D
that fix the chips at x. However, since x was chosen in the boundary of Z, ζ has a non-zero
component among the coordinates corresponding to the chips of D at x, so ζ is independent
from the ζi, which completes the proof.

Corollary 2.95.1. If d admits the structure of an abstract polyhedral complex, then all its
maximal faces have dimension at least r(d).

Proof. For any maximal face σ of d, there exists some D ∈ relint(σ) which does not split
(since relint(σ) is open in d) and so

dimσ = dimTDσ = dimTDd ≥ r(d).

Corollary 2.95.2. If d is finitely generated, then d is an abstract polyhedral complex whose
maximal faces are all of dimension at least r(d).
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3 The realizability problem

3.1 Tropicalization

We will now describe the tropicalization process, which attributes to a smooth projective
curve a metric graph. We will first recall a few definitions on algebraic curves and models.

Definition 3.1. An algebraic curve C over k is called pre-stable if it is reduced and has
only ordinary double points as singularities. It is called stable if in addition

1. C is connected and projective, of arithmetic genus pa(C) ≥ 2.

2. If Y is an irreducible component of C, which is isomorphic to P1
k, then Y meets the

other components of C in at least three points.

If in the above we replace the requirement for three intersection points with only two inter-
section points, we obtain the definition of a semi-stable curve. The curve is called totally
degenerate if all of its irreducible components are isomorphic to the projective line over k
and all singularities of C are k-rational.

We may naturally associate to a pre-stable curve a weighted graph called its dual graph,
the vertices of which correspond to the irreducible components and the edges to the nodes.
The weights of the vertices are given by the genus of the respective components. Figure 9
depicts an example of a stable curve (in the center) and its corresponding dual graph (on
the right).

C1 C2

v1 v2

Xη Xs G

Figure 9: Example of a smooth curve of genus 3 (left) degenerating to a stable curve (center)
whose dual graph is a genus 3 banana graph (right). The four edges of the dual graph
correspond to the four intersection points between the two irreducible components of the
stable curve.

We may give this graph further structure if we consider the pre-stable curve inside a
fixed smoothing. Let K be a valued field with ring of integers R = OK , and corresponding
maximal ideal mOK

= m. Denote k = R/m the residue field. For simplicity, we will assume
the residue field k is algebraically closed and that R is complete.

Definition 3.2. A fibered surface over S = SpecR is an integral, projective, flat scheme
π : X → S of dimension 1 over S. Let η be the generic point of S and s its only closed
point. The fiber Xη is called the generic fiber and Xs the special fiber.
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We say X is a regular (resp. normal) fibered surface, whenever X is a regular (resp.
normal) scheme. We also call a regular fibered surface an arithmetic surface. We will also
say that X is (pre/semi-)stable and/or totally degenerate whenever these properties hold
for the special fiber Xs.

When X is pre-stable, we may equip the dual graph of Xs with the structure of a metric
graph.

Proposition 3.3. [Liu02, Corollary 10.3.22] Let X be a pre-stable fibered surface over S
such that Xη is smooth. Let x ∈ Xs be a singular point of Xs. Then we have an isomorphism

ÔX,x
∼= ÔK [[u, v]]/(uv − c)

for some c ∈ mOK
.

Definition 3.4. In the setting of Proposition 3.3, let wx ≥ 1 be the valuation of c. We call
wx the thickness (or width) of x in X.

Definition 3.5. Let X be a smooth, geometrically connected, projective curve over K. A
normal fibered surface X→ S such that Xη

∼= X is a called model of X over S.

Remark 3.6. There may be many different models of any given curve X, but they might
not be pre-stable. As we will soon see, we will still be able to uniquely attribute a metric
graph to X, which will be what we call the tropicalization of X.

Theorem 3.7. [DM69, Corollary 2.7] When X is a smooth, projective, geometrically con-
nected curve over K, with g(X) ≥ 2, there exists a finite algebraic extension L of K, such
that XL = X ×K L has a unique stable model XL over OL with generic fiber isomorphic to
XL. Moreover, L can be taken separable over K.

Remark 3.8. The theorem stated in this form can be found in [Liu02, Theorem 10.4.3].

Definition 3.9 (Tropicalization). Let X be a smooth, projective, geometrically connected
curve over K. Let L be a finite algebraic extension of K such that XL has a unique stable
model XL as in Theorem 3.7.

We equip the dual graph G of Xs with the structure of a metric graph by defining the
length function

l : E(G)→ Q

e 7→ wne

[L : K]
,

where ne denotes the node of Xs corresponding to the edge e. The resulting metric graph Γ
is called the tropicalization of X.

Remark 3.10. The fact that the above definition does not depend on choice of the field
extension L | K is verified in [Viv13, Lemma 2.2.4].

3.2 Specialization of divisors

A first natural object we might want to transfer from the algebraic curve to the tropicaliza-
tion are divisors. We will now describe the specialization process as introduced in [Bak07].

Let X be a smooth, geometrically connected, projective curve of genus ≥ 2. Up to
performing base change to a finite extension of X, suppose X admits a stable model X. So
let Γ be the tropicalization of X. By taking the minimal desingularization of X we obtain
the minimal regular model of X, denoted Xmin. [Liu02, Corollary 10.3.25] tells us that this
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model is semi-stable and that the dual graph corresponds to the subdivision of the edges of
Γ, so that each edge has length 1.

Denote by C the special fiber of Xmin and let C1, . . . , Cn be its irreducible components,
corresponding to the vertices v1, . . . , vn of the dual graph. For a K-rational point P of X,
we may take its Zariski closure in Xmin to obtain a Weil divisor on Xmin which we denote
by P . We have that P intersects the special fiber C in its smooth locus in a single point
by [Liu02, Proposition 9.1.32] and so P intersects a unique irreducible component of C. Let
v(P ) be the corresponding vertex in Γ.

This allows us to define a map ρ : Div(X(K))→ Div(Γ) by setting

ρ(D) =
∑

P∈X(K)

D(P ) · v(P ).

We would like to extend the definition of ρ to all of X(K). In order to do so, we need to
check that ρ is compatible with base change. Let L be a finite extension of K, and denote
ρK : Div(X(K)) → Div(Γ) and ρL : Div(X(L)) → Div(Γ) the corresponding maps. We
want to show that ρL|Div(X(K)) = ρK . Taking the base change Xmin,K ×OK

OL yields a
semi-stable model of XL. By [Liu02, Corollary 10.3.22(c)], this has the effect of multiplying
the thickness of the nodes of the special fiber by [L : K]. This introduces new singularities
to the model, and the minimal regular model of XL is given by repeatedly blowing up those
singularities. The effect of this on the dual graph is to subdivide the edges into [L : K]
segments of equal length. Note moreover that if P is a K-rational point, it will specialize
to the same connected component after performing base-change and desingularizing. So in
fact the two specialization maps agree on divisors that are supported on K-rational points.
See [CR93, Section 2] for more details on the compatibility with base change.

Since the specialization map is compatible with base change, it induces a map

ρ : Div(X(K))→ Div(Γ)

that has image in DivQ(Γ), which is the set of divisors supported on the points in Γ which
have rational distance from any given vertex.

We now define the rank of a divisor on an algebraic curve in analogy to Definition 2.32.

Definition 3.11. If D is a divisor on X, we define

r(D) := max{d ∈ N | |D − E| ≠ ∅ for all effective divisor E of degree d},

to be the rank of D.

Remark 3.12. By [Bak07, Lemma 2.4] the rank of a divisor D is equal to dimL(D) − 1.
This explains the formula of the Riemann-Roch theorem (Theorem 2.33) in terms of the
rank.

Matt Baker has famously shown that during the specialization process, the rank of a
divisor can only increase.

Lemma 3.13 (Specialization lemma). [Bak07, Lemma 2.8] For all divisors D ∈ Div(X(K)),

r(ρ(D)) ≥ r(D).

Example 3.14. Consider the situation in Figure 9. Let D = v1+v2. Then D is a divisor of
rank 1. We may lift D to a divisor D′ of Xη, since by [Bak07, Remark 2.3] the specialization
map is surjective. When Xη is not hyperelliptic, the divisor D′ must be of rank 0, which
gives an example of a case where the inequality in Lemma 3.13 is strict.
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We will now construct a model as in Figure 9. LetK be a valued field with ring of integers
R, maximal ideal m and residue field k = R/m. Let q1, q2 be two homogeneous polynomials
over R of degree 2 such that Xs = V (q1q2) ⊆ P2

k is a union of two smooth quadrics in
general position. By Bézout’s theorem, these quadrics will intersect in four points, hence
the dual graph of Xs is G as in Figure 9. Let c ∈ m and let p be a homogeneous degree 4
polynomial such that Xη = V (q1q2 + cp) ⊆ P2

K is a smooth quartic. It is then clear that
X = V (q1q2 + cp) ⊆ P2

R is a fibered surface with generic fiber Xη and special fiber Xs.
By the degree-genus forumla Xη is of genus 3. To conclude, note that by [Har77, Example
IV.5.2.1] any quartic plane curve is non-hyperelliptic.

When Γ is a metric graph, we call a divisor D ∈ Div(Γ) realizable, whenever there exists
a curve X and D′ an effective divisor on X of the same rank as D such that (Γ, D) is
the tropicalization of (X,D′). It is an important open problem to characterize realizable
divisors.

3.3 Realizability of canonical divisors

In [MUW17], the authors give a complete characterization for the realizability of divisors in
the canonical tropical linear system. We will reinterpret this result in a simpler context and
give some sufficient conditions for realizability.

The condition as presented in [MUW17] works with more structure on the graph Γ. First
of all, the vertices are decorated with a function h : V → N. During the tropicalization pro-
cess, h records the genus of the corresponding irreducible component. With this decoration,
the canonical divisor on Γ is defined as

K =
∑
x∈V

(2h(x)− 2 + val(x)) · x

and the genus is

g = b1(Γ) +
∑
x∈V

h(x),

where b1(Γ) is the first betti number of Γ. Note that when the semi-stable reduction is
totally degenerate, these definitions agree with the previous ones.

Definition 3.15. A graph with legs is a length space obtained from a metric graph by
attaching to it a finite set of half-rays, which we call legs. The notions from Section 2 extend
naturally to graphs with legs.

Let Γ be a graph with legs. We call any function l : V → Z≤0 such that l−1(0) ̸= ∅ a
level function on Γ. Such a level function induces a full order on the vertices of Γ. We call Γ
with the data of a level function a level graph, and denote it by Γ. For any edge e between
two vertices x, y, we say e is horizontal whenever l(x) = l(y), otherwise we say e is vertical.

We write Λ =
⊔

x∈V TxΓ for the set of tangent vectors of Γ based at the vertices. This
is naturally identified with the set of half-edges and legs.

An enhanced level graph Γ+ is a level graph Γ together with a function k : Λ → Z such
that

1. For any edge e with corresponding tangents ζ+, ζ− along e, we have that k(ζ+) +
k(ζ−) = −2. An edge is horizontal iff k(ζ±) = −1 and when e is vertical with ζ+

being the tangent at the higher vertex, then k(ζ+) > k(ζ−).

2. For each vertex v, ∑
ζ∈TvΓ

k(ζ) = 2h(v)− 2.
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When Γ+ is an enhanced level graph, we define the type µ(v) of a vertex to be the ordered
tuple (in decreasing order) of the k(ζ), for ζ ∈ Tv(Γ).

Definition 3.16. Let Γ+ be an enhanced level graph. A vertex v ∈ Γ+ is called inconvenient
if h(v) = 0 and its type µ(v) = (k1, . . . , kn) has the following properties:

• ki ̸= −1 for all i.

• There exists an index i such that

ki >

∑
kj<0

−kj

−#{kj < 0} − 1

We can naturally attribute to a metric graph Γ along with a given canonical divisor
D ∈ |K| an enhanced level graph.

Definition 3.17. Let Γ a metric graph and let D = K+div(f) ∈ |K| an effective canonical
divisor on Γ. Up to subdividing the model of Γ, we may assume that D is supported on the
vertices of Γ.

• For each vertex x, we attach D(x) legs to Γ and call the resulting graph with legs Γ′.

• Extend f to a rational function on Γ′ so that f is linear on the legs with sζ(f) = −2
for ζ a tangent at a vertex along a leg.

• Give Γ′ the structure of level map induced by the function f .

• Define also k(ζ) = −sζ(f)− 1.

This equips Γ′ the structure of an enhanced level graph, which we denote by Γ+(f).

Definition 3.18. We will say a vertex v of Γ is inconvenient if it is an inconvenient vertex
of the enhanced level graph Γ+(f).

We may now state [MUW17, Theorem 6.3], which gives us a necessary and sufficient
condition for the realizability of a divisor on a tropical curve. A cycle is a non-trivial path
from a vertex from itself. A cycle is simple if it’s not self-intersecting (other than at the
endpoints).

Theorem 3.19. Let Γ be a metric graph and let D = K + div(f) be an effective canonical
divisor on Γ. We consider the model of Γ subdivided so that bend f is supported on the
vertices. Then D is realizable if and only if the following conditions are satisfied:

• Every inconvenient vertex is contained in a simple cycle that lies above it (in the sense
that f(Z) ≥ f(v), where Z is the given cycle).

• Every horizontal edge (meaning that f is constant on that edge) is contained in a
simple cycle that lies above it.

We will now describe more explicitly what it means for a vertex to be inconvenient.

Proposition 3.20. Let Γ be a metric graph and D = K + div(f) an effective canonical
divisor in |K|. Let v a vertex and denote s1, . . . , sr the outgoing slopes of f along the edges
adjacent to v. Then v is inconvenient iff h(v) = 0, sj ̸= 0 for all j, and there is an i such
that si < 0 and

−si >
∑

j,sj>0

sj .
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Proof. Let v be a vertex, since k(ζ) = −sζ(f)− 1 for tangents ζ ∈ Λ, the first condition in
Definition 3.16 translates to s(ζ) ̸= 0 for all tangents at v.

Let ζj be the tangents corresponding to the kj appearing in the type of the vertex
v. Denote also sj = sζj (f). The second condition of Definition 3.16 is equivalent to the
existence of an index i such that

−si >
∑
sj>0

sj .

From Definition 3.17 it follows that for all j such that sj > 0, ζj is a tangent along an edge.
Now, if ζi is tangent along a leg, the left hand side is just 2. In this case we would get
2 >

∑
sj>0 sj . For this to be satisfied there should be at most one tangent with positive

outgoing slope at v and that slope has to be equal to 1. But then there are at least
valΓ(x) − 1 other edges with strictly negative outgoing slopes, which would imply that
div(f)(x) ≤ − valΓ(x) + 2 (here the divisor of f is taken inside Γ). This in turn means that
(K+div(f))(x) ≤ 0, which forces (K+div(f))(x) = 0, as D = K+div(f) is by assumption
effective. But then by definition of the enhanced level graph Γ+(f), we would not have
attached any legs, so this situation cannot happen. We deduce that all the terms appearing
in the inequality can only come from tangents along edges (so tangents of the original metric
graph Γ), which finishes the proof.

Thanks to this, when talking about realizability we will not need to refer to the structure
of enhanced level graphs, and so we will restrict our discussion to metric graphs as defined
in Section 2.

Denote by PΩMtrop
g the the moduli space parametrizing isomorphism classes of metric

graphs (with vertex weights) of genus g with the choice of a canonical divisor. It carries the
structure of a generalized cone complex by [LU17, Theorem 4.3]. Let PR ⊆ PΩMtrop

g , the
subset of pairs ([Γ], D) ∈ PΩMtrop

g that are realizable. By [MUW17, Theorem 6.6], PR is
an abstract cone complex whose maximal cones have dimension 4g − 4. Furthermore, by
[MUW17, Proposition 6.9(i)] the graphs appearing in the maximal cones have h ≡ 0. Hence
the set of pairs ([Γ], D) ∈ PR, which have h ≡ 0 is dense in PR. For this reason in our
following discussion we will only focus on the case where h ≡ 0 and so we will be looking
only at graphs that appear as the dual of a totally degenerate semi-stable curve.

3.4 Realizability locus of the canonical linear system

We will now give some characterizations of the realizability locus of the canonical complete
linear system |K|, which is the subset of divisors which are realizable.

Proposition 3.21. Let Γ be a metric graph and let Real(|K|) ⊆ |K| be the set of realizable
canonical divisors. Then Real(|K|) is tropically convex.

Proof. Let M be the set of f ∈ R(K) that correspond to realizable divisors K+div(f), plus
the element −∞. We claim that M is a submodule of R(K).

Let f ∈ M . Since for all c ∈ R, we have that div(c ⊙ f) = div(f), we deduce that
K + div(c⊙ f) and so M is stable under tropical scalar multiplication.

When f, g ∈M , we will show that f ⊕ g = max(f, g) ∈M . Consider the model G of Γ,
such that both f and g are linear when restricted to any given edge. It follows that when
restricted to any fixed edge, f ⊕ g is equal to either f or g.

If e is a horizontal edge of Γ with respect to f⊕g, then we must have that e is a horizontal
edge with respect to one of f or g. W.l.o.g. f is constant on e, but then as K + div(f) is
realizable, there is a simple cycle γ ⊆ Γ containing e and which lies above it with respect to
f . But f ⊕ g ≥ f and hence γ also lies above e with respect to f ⊕ g. We deduce that the
condition on the edges in Theorem 3.19 is satisfied.
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Now, suppose v is an inconvenient vertex with respect to f ⊕ g. If f(v) ̸= g(v), then
w.l.o.g. f(v) > g(v) and so f ⊕ g agrees with f in a neighbourhood of v. This implies that
v is inconvenient with respect to f as well. Hence there is a simple cycle γ ⊆ Γ containing
v and which lies above it with respect to f , and as before this also implies it lies above v
with respect to f ⊕ g. Now, suppose f(v) = g(v). In this case, for any tangent ζ ∈ TvΓ,
we have that sζ(f ⊕ g) = max(sζ(f), sζ(g)). Fix any ordering ζ1, . . . , ζr on TvΓ and let
si = sζi(f ⊕ g) and s′i = sζi(f). It follows that si ≥ s′i for all i. Since v is inconvenient with
respect to f ⊕ g, we know that there exists some i such that si < 0 and

−si >
∑

j,sj>0

sj

Then we have that
−s′i ≥ −si >

∑
j,sj>0

sj ≥
∑

j,s′j>0

sj ≥
∑

j,s′j>0

s′j .

Hence it follows that v is also an inconvenient vertex for f , and as before this yields a simple
cycle that lies above v with respect to both f and f ⊕ g. We deduce that the condition on
inconvenient vertices in Theorem 3.19 is satisfied and so K + f ⊕ g is realizable.

We conclude that M is a submodule of R(K) and hence Real(|K|) being the image of
this submodule is tropically convex.

Proposition 3.22. The realizability locus Real(|K|) is a definable subset of |K|.

Proof. We know that R(K) is finitely generated and so let {ϕ1, . . . , ϕr} be a generating set.
Consider a model G = (V,E) of Γ, such that the ϕi are all linear on each edge. This is
possible since the set

r⋃
i=1

bend(ϕi)

is finite, so we may choose V to contain this set. The set of ai such that max(ai + ϕi) ≥ 0
on a fixed edge is clearly a definable subset of Rr. Denote this subset by Ce. Let also γ
be a simple path in Γ, then the set of ai such that max(ai + ϕi) ≥ 0 an all of γ is just the
intersection of all the Ce for each e ⊆ γ. Hence this set is also definable and we will denote
it by Cγ .

Now, choose a vertex v. Let S be any subset of {1, . . . , r} such that the rational function

ϕS :=
⊕
i∈S

(ϕi − ϕi(v))

makes v an inconvenient vertex. Then for any choice of a1, . . . , ar such that ai = −ϕi(v) for
all i ∈ S and ai < −ϕi(v), we have that

ϕ :=

r⊕
i=1

ai ⊙ ϕi

also makes v inconvenient. Indeed, we have that ϕ and ϕS coincide in a neighbourhood of
v, and hence the outgoing slopes of ϕ at v are all equal to the outgoing slopes of ϕS . Denote
the set of such (a1, . . . , ar) ∈ Rr by Iv,S . Again, Iv,S is clearly a definable set. Define now

Iv :=
⋃

S⊆{1,...,r}

Iv,S ,
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where the union ranges over the subsets S such that v is inconvenient for ϕS . This set
corresponds to all the rational functions f ∈ R(K) such that f(v) = 0 and for which v is
inconvenient. Indeed, if f is such a function, then

f =

r⊕
i=1

ai ⊙ ϕi

for some choice of ai and since f(v) = 0, we necessarily have that ai ≤ −ϕi(v) for all i and
ai = −ϕi(v) at least for one i. We may then set S = {i | ai = −ϕi(v)} for which f ∈ Iv,S .

Now, the set

Zv := Iv ∩
⋃
γ

Cγ ,

where the union is over the simple cycles of Γ containing v corresponds to all the rational
functions f ∈ R(K) such that f(v) = 0, v is inconvenient and contained in some simple
cycle that lies above it.

The image of Zv via the piece-wise affine map

η : Rr → |K|

(a1, . . . , ar) 7→ K + div

(
r⊕

i=1

ai ⊙ ϕi

)

is precisely the subset of divisors of |K| such that v is inconvenient, but contained in a simple
cycle that lies above it. Similarly, we have that η(Iv) is the set of divisors of |K| such that v
is inconvenient (with no further conditions). Note also that since η is piece-wise affine, the
image of any definable set is again definable.

Let U be a subset of vertices. We let

AU :=
⋂
v∈U

η(Zv) ∩
⋂
v/∈U

η(Iv)
c.

This is the set of divisors in |K| for which the set of inconvenient vertices is precisely U and
every inconvenient vertex is contained in a simple cycle that lies above it.

It follows that A :=
⋃

U⊆V AU is the set of divisors in |K| for which each inconvenient
vertex is contained in a simple cycle that lies above it. It is clear from the construction of
A that this set is definable.

We will now show using an analogous argument that the set of divisors in |K| for which
each horizontal edge is contained in a simple cycle lying above it is also definable, which will
finish the proof.

Let e be an edge and let ϕj be a rational function that is constant on e. Let He,j be the
set of (a1, . . . , ar) ∈ Rr with aj = −ϕj(e) and

min
x∈e

max
i ̸=j

(ai + ϕi) < aj + ϕj(e).

Then He,j is clearly definable and corresponds to the set of rational functions that have
a horizontal segment along e, on which they are equal to aj + ϕj(e) = 0. Define also
He :=

⋃r
j=1 He,j , where we just let He,j = ∅ when ϕj is not constant on e. Then η(He) is

the set of divisors in |K| that have a horizontal segment on the edge e. Let

Ye := He ∩
⋃
γ

Cγ ,
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where the union is over the simple cycles of Γ containing e. Then clearly η(Ye) is the set of
divisors in |K| such that e is has a horizontal segment, which is contained in a cycle that
lives above it. Finally, if we let

B =
⋃

F⊆E

⋂
e∈F

η(Ye) ∩
⋂
e/∈F

η(He)
c,

we deduce that B is the set of divisors in |K| for which each horizontal edge is contained in
a simple cycle that lies above it.

By construction B is definable, and since Real(|K|) = A ∩ B, the realizability locus is
definable as well.

Proposition 3.23. The realizability locus Real(|K|) is closed.

Proof. Let Dn = K + div(fn) be a sequence of realizable divisors in Real(|K|) converging
in |K| to D + div(f). Suppose v is an inconvenient vertex for f . Let ζ be a tangent vector
at v. Let s be the slope of f along ζ and sn the slope of fn along ζ. The sequence sn takes
values in the finite set {− degK, . . . ,degK}, so up to switching to a subsequence, we may
assume that the sn are all equal to some s′. Let e be the edge corresponding to ζ, then
since K + div(fn) is effective, all of the fn are convex along the edge e. This forces s ≥ s′.
Hence up to switching to a subsequence, we may assume that for all tangent vectors ζ at v,
we have that

sζ(f) ≥ sζ(fn).

We deduce the same way as in the proof of Proposition 3.21 that v is also an inconvenient
vertex for all of the fn. Since all the Dn are realizable, we deduce that for all n there exists
some simple cycle γn that lie above v (with respect to fn). There are only finitely many
simple cycles, so up to switching to a subsequence, we may assume that all of the γn are
equal to some fixed cycle γ. We have for all n that fn(γ) ≥ fn(v) and so by taking the limit,
we also obtain that f(γ) ≥ f(v). Hence we conclude that for every inconvenient vertex for
f , there exists a simple cycle that lies above it.

Now, let e be a horizontal edge for f . We have that

lim
n→∞

∥f − fn∥∞ = 0,

and the fn are convex on e and have only integral slopes. For n such that ∥f−fn∥ ≤ l(e) < 2
this implies fn has to have a horizontal section along e. We deduce that there exists a simple
cycle γn containing e such that fn(γn) ≥ fn(e). Like before, we deduce that there exists a
simple cycle γ containing e, such that f(γ) ≥ f(e).

The two conditions for realizability from Theorem 3.19 are satisfied, and so we conclude
that D is realizable, and so Real(|K|) is closed.

Corollary 3.23.1. The realizability locus Real(|K|) admits the structure of an abstract
polyhedral complex.

Proof. By Propositions 3.22 and 3.23, Real(|K|) is closed and definable, so the statement
follows from Corollary 2.65.2.

Although we have shown that Real(|K|) is an abstract polyhedral complex, this does
not show anything about whether or not it is finitely generated. For example, consider the
triangle spanned by [1 : 0 : 0], [0 : 1 : 0] and [1 : 1 : 0] in T(R3). It is impossible to express
any point of the form [a : b : 1] with a+ b = 1 as a convex combination of other points in the
triangle, so the triangle is not finitely generated, despite being a tropically convex subspace.
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Figure 10: Realizable divisor in the canonical linear system that is not in the span of the
realizable extremals of |K|.

If one considers the tropically convex subspace of |K| spanned by the realizable extremals
of |K|, it would appear that this set agrees with Real(|K|) when one consider genus 3 graphs.
Unfortunately, this already fails for genus 4 graphs. For example, the divisor shown in Figure
10 is realizable, but does not belong to the span of realizable extremals of |K| (this is not
obvious a priori, but has been checked using a computer program).

Question 3.24. Is the realizability locus in the canonical linear system finitely generated?

An affirmative answer to this question would be very useful, as it would allow to char-
acterize the realizability locus using its extremals.

3.5 Cycles and realizability

In this subsection we will give a sufficient characterization for realizability of divisors in the
canonical linear system by studying the cycles that can appear in the metric graph. We will
be able to deduce that Real(|K|) always contains some maximal cell of |K| of dimension
g − 1.

Proposition 3.25. Let D = K + div(f) an effective canonical divisor. If C is a local
maximum of f , then C does not have vertices of valence 1 in C. In particular, C contains
a cycle.

Proof. For any vertex v ∈ C, since f may not have positive slope along any tangent at x
(as C is a local maximum), we deduce that

D(v) ≤ K(v)− (valΓ(v)− valC(v)) = valC(v)− 2.

In particular, valC(v) ≥ 2 +D(v) ≥ 2 and so v is not a leaf in C.
The second statement follows from the fact that if G is a connected graph with edges

E, vertices V , each of valence at least 2, then #E = 1
2

∑
v∈V valG(v) ≥ #V and so g(G) =

#E −#V + 1 ≥ 1.

Lemma 3.26. If v ∈ V is an inconvenient vertex, there are at least two edges with strictly
positive outgoing slope.

Proof. Suppose v is of valence r and denote the outgoing slopes by s1, . . . , sr, in increasing
order. If sr is the only strictly positive number, we have by definition of inconvenient vertex
(Proposition 3.20) that −s1 > sr and si < 0 for all i < r. But then

div(f)(v) =

r∑
i=1

si = (s1 + sr) +

r−1∑
i=2

si < −(r − 2) = −K(v).
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This is absurd, as this would imply (K + div(f))(v) < 0.

Proposition 3.27. Let D = K + div(f) be an effective canonical divisor. If there are no
two disjoint horizontal cycles (possibly of different heights), then D is realizable.

Proof. We need to verify the conditions of Theorem 3.19 are satisfied.
If we have an inconvenient vertex v, by Lemma 3.26 there are (at least) two edges e1, e2

emanating from v such that the outgoing slope of f along these edges is strictly positive.
Select two simple (= not self-intersecting) paths γ1, γ2 (seen as functions [0, 1] → Γ with
γi(0) = v) along e1, e2, that are maximal for the property that f ◦ γi is non-decreasing and
f ◦ γi is strictly increasing on (1 − ϵ, 1) for some ϵ > 0. Let xi := γi(1). Let Ci be the
connected component of f−1(f(xi)) containing xi. By construction, Ci is a local maximum,
so by Proposition 3.25, the Ci each contain a horizontal cycle. Since by assumption these
cycles have to intersect, we obtain C1 = C2.

Now, if γ1, γ2 intersect, we can choose (t1, t2) a pair such that γ1(t1) = γ2(t2), minimal

for the partial order (t1, t2) ≤ (s1, s2) ⇐⇒ t1 ≤ s1 and t2 ≤ s2. Then γ1|[0,t1]⊕
←−−−−
γ2|[0,t2] is a

simple cycle that lies above v. Here by ←−γ we mean the reversed path ←−γ (t) = γ(1− t). By
⊕ we mean the concatenation of paths, that is.

α⊕ β(t) :=

{
α(2t) if t ≤ 1/2,

β(2t− 1) if t ≥ 1/2.

Lastly, when we write the restriction γ|[a,b], it is understood that this new path is reparametrized
as to have again domain [0, 1], that is

γ|[a,b](t) = γ(a+ t(b− a))

If γ1, γ2 don’t intersect, since C1 = C2 is connected, there is a simple path τ from x1 to
x2. Then the path γ1 ⊕ τ ⊕←−γ2 is a simple cycle that lies above v. We conclude that every
inconvenient vertex is contained in a simple cycle that lies above it.

Now let e be a horizontal edge between two vertices v1 and v2. Let C be the connected
component of f−1(f(e)) containing e. If C \ e is connected, then there exists a simple path
γ in C \ e from v1 to v2. Then going along γ from v1 to v2 and then from v2 to v1 along e
determines a horizontal simple cycle containing e. Hence e is not a problematic horizontal
edge.

So suppose C \ e is disconnected and let C1, C2 be the two components containing the
vertices v1, resp. v2. We will show that there exist simple paths γi in Γ \ e from vi to the
same horizontal cycle and like before, this would prove that e is contained in in a simple
cycle that lies above it.

If Ci has any point x that is a leaf of C, then x has an adjacent edge on which f has
strictly positive outgoing slope. Indeed, this follows because all of the other valΓ(x)−1 edges
have non-zero slopes, and if they were all negative, then div(f)(x) ≤ −(valΓ(x)−1), but this
would imply that (K +div(f))(x) ≤ −1, which is absurd as we assumed D = K +div(f) is
effective. So x neighbours an edge with strictly positive outgoing slope, and like before, we
could take a path γ starting at x along this edge, which is maximal for the property that
f ◦ γ is non-decreasing and f ◦ γ is strictly increasing on (1 − ϵ, 1) for some ϵ. Then γ(1)
would lie on a local maximum which contains a distinguished cycle.

So suppose Ci contains no leaf of C, then the only leaf of Ci is possibly vi. If we denote
Vi the vertices of Ci and Ei the edges of Ci, we know that

∑
v∈Vi

valCi
(v) = 2 · #Ei. It

follows that the sum is even and so if vi were of valence 1 in Ci, there would also need to
be another vertex of odd valence, and so this one would have to be of valence at least 3. In
any case, we get that #Ei ≥ #Vi and so g(Ci) ≥ 1. In other words, Ci contains a simple
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cycle. The two cycles contained in C1, C2 are both horizontal, so they have to intersect, but
this contradicts the fact that C1, C2 are disjoint.

So we conclude that e is contained in a simple cycle that lies above it, and so having
verified the conditions of Theorem 3.19, we conclude D is realizable.

Corollary 3.27.1. Suppose Γ does not contain disjoint cycles, then every D ∈ |K| is
realizable.

Corollary 3.27.2. If |K| is of dimension at most g − 1, then every D ∈ |K| is realizable.

Proof. If Γ contained disjoint cycles, then |K| would contain a cell of dimension at least g by
Proposition 2.83. The corollary then follows from the contrapositive of this statement.

Remark 3.28. The converse of Proposition 3.27 is not true. For example, the canonical
divisor is realizable for the graph obtained by joining two cycles by a pair of edges (see
Figure 11). On the other hand, the converse of Corollary 3.27.1 is true as the following
proposition shows.

Figure 11: Graph with realizable canonical divisor.

Proposition 3.29. If Γ contains disjoint cycles, then there exist non-realizable divisors
D ∈ |K|.
Proof. Let Z1, Z2 ⊆ Γ be the two disjoint cycles. Let also γ ⊆ Γ be a simple path such that
γ(0) ∈ Z1, γ(1) ∈ Z2 and γ((0, 1)) ∩ (Z1 ∪ Z2) = ∅.

The union Z = Z1∪Z2∪γ is a closed subgraph where each vertex v has at most val(v)−2
outgoing edges, this means Z can fire (if Z = Γ, firing doesn’t have any effect). So fire Z by
a small amount to obtain a divisor D = K +div(f) ∈ |K|. Now, since Z1, Z2 are disjoint, γ
is non-trivial and so passes through at least one edge e. By construction, e is a horizontal
edge. If C ⊆ Γ is any simple cycle passing through e, C must intersect the complement
of Z. Indeed, removing e from Z would disconnect it, as e ⊆ γ, which is a simple path
connecting the two disjoint cycles. But because D was obtained by firing Z, it is clear that
f(Γ \ Z) < f(Z), and so C is not a cycle that lies above e. We conclude that D is not
realizable.

Corollary 3.29.1. There exists a maximal cell σ of |K| of dimension g − 1 such that
σ ⊆ Real(|K|).
Proof. Let σ be the cell of dimension g−1 given by Proposition 2.85. Let D = K+div(f) ∈
relint(σ), so that suppD ∩ V = ∅. It follows that that

g − 1 = dimσ = degD − (g − g(Γ \D))

and so g(Γ \D) = 1. We have that suppD ⊆ bend f . In particular,

g(Γ \ bend f) ≤ g(Γ \ suppD) = 1,

and so there are no two disjoint horizontal cycles. This implies by Proposition 3.27 that D is
realizable. Since D was arbitrary, it follows that relint(σ) ⊆ Real(|K|), and since Real(|K|)
is closed by Proposition 3.23, we deduce that σ ⊆ Real(|K|).
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3.6 Specialization of linear series

We are also interested in the specialization of linear series. Recall that given a smooth
projective curve X over a valued field K, which is geometrically connected, and of genus
≥ 2, we have defined the specialization map

ρ : Div(XK)→ DivQ(Γ).

First, note that the specialization map ρ by definition preserves the property of being effec-
tive. We claim that it also preserves the property of being principal. Let D be a principal
divisor on XK , then since D is a Weil divisor (Weil and Cartier divisors are identified on
regular schemes), it may be written as a finite sum

r∑
i=1

niPi

where the Pi ∈ XK are K-rational points. But then there exists an algebraic extension L of
K such that Pi are all L-rational. In particular D may be seen as a principal divisor on XL,
and hence it determines a rational function f on XL. Let X be the minimal regular model
of XL, with C1, . . . , Cs corresponding to a set of vertices v1, . . . , vs on the metric graph Γ.
Since XL is open in X, f determines a rational function on all of X, and so a principal divisor
D′ on X (again we identify Weil and Cartier divisors, since X is regular). Now, f could only
acquire new zeroes and poles on the complement of XL in X, so only on the special fiber.
It follows that the difference

D′ −
r∑

i=1

niPi

is a vertical divisor, which we will write as

Dv =

s∑
i=1

miCi.

Now, note that we may rewrite the restriction ρ : XL → Div(Γ) as

ρ(P ) =

s∑
i=1

(P · Ci)vi,

where P · Ci denotes the intersection number deg(OX(P )|Ci
). Let

D =

r∑
i=1

niPi,

then it follows by bilinearity of the intersection number that

ρ(D) =

s∑
i=1

(D · Ci)vi.

Since D′ is principal, we have that D′ · Ci = 0 and hence

D · Ci = −Dv · Ci.

Now, note that for any component Cj , the divisor

s∑
i=1

(Cj · Ci)vi
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corresponds to the divisor obtained by firing the vertex vj by the unit distance (distance
between any adjacent vertices of Γ), in particular it is principal. We conclude that ρ(D) is
a sum of principal divisors, and so also principal.

Now, let |D| be a complete linear series on X, then for any divisor D′ ∈ |D|, we have
that D′ is effective and D−D′ is principal. By what we just showed, this implies that ρ(D′)
is effective and ρ(D −D′) is principal. As a result, ρ(D′) ∈ |ρ(D)| and so ρ(|D|) ⊆ |ρ(D)|
(this is actually the main ingredient for the proof of the Specialization Lemma). We are
now interested in studying the specialization of linear series d ⊆ |D|, which we will define
as the topological closure of the subspace ρ(d) ⊆ |ρ(D)| and we will denote it by trop(d).

To distinguish when we talk about linear systems on the algebraic curve or on the tropical
curve, we will denote the objects on the algebraic curve with a subscript. So in what follows,
fix a divisor DX ∈ Div(XK), specializing to a divisor D ∈ Div(Γ).

Proposition 3.30. Let dX ⊆ |DX | be a linear series of rank r. Then trop(dX) is a finitely
generated tropical linear series of rank at least r.

Proof. This is shown in Lemmas 6.1, 6.2 and Proposition 6.4 of [FJP23].

Remark 3.31. Note that the term “tropical linear series” does not designate the same thing
here as the same term in [FJP23] and [JP22]. Here it means a tropically convex subset of a
complete linear series (in analogy to the nomenclature from algebraic geometry).

Corollary 3.31.1. For dX ⊆ |DX | a linear series, trop(dX) admits the structure of an
abstract polyhedral complex.

Proof. By Proposition 3.30, trop(dX) is finitely generated and so this follows from Proposi-
tion 2.92 and Corollary 2.65.2

A linear system dX is a projective subspace of |DX |, in particular it has a well-defined
notion of independence – a set of vectors of dX of size s is independent if and only if it is
not contained in a projective subspace of dX of dimension s−1. This gives dX the structure
of a matroid and it turns out that this notion translates well through tropicalization.

Definition 3.32. Let S = {D+div(ϕ1), . . . , D+div(ϕn)} be a subset of |D|. We say that
S is tropically dependent if there are real numbers ai such that for every point v ∈ Γ, the
minimum in mini{ϕi(v) + ai} is achieved at least twice.

It turns out that linearly dependent subsets of |DX | specialize to tropically dependent
subsets of |D|. For dX ⊆ |DX | a linear series, its rank is equal to its dimension as a projective
subspace of |DX | and so any subset of r + 2 points of dX is linearly dependent. Hence we
expect the same property to hold after tropicalizing.

Proposition 3.33. [FJP23, Lemma 6.2] Any subset of trop(dX) of size at least r + 2 is
tropically dependent.

The same way the notion of rank provides a lower bound on the dimension of a tropical
linear series, the notion of tropical independence yields an upper bound.

Proposition 3.34. [JP22, Corollary 4.7] Let d ⊆ |D| be a finitely generated submodule such
that any set of r + 2 functions of d is tropically dependent, then dim d ≤ r.

Corollary 3.34.1. If d ⊆ |D| is a finitely generated tropical linear series of rank ≥ r, such
that any set of r+ 2 points of d is tropically dependent, then d is of rank r. Furthermore, d
is equi-dimensional of dimension r (in the sense that all the maximal cells have dimension
r).
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Proof. Corollary 2.95.2 implies that all the maximal faces of d have dimension at least r(d),
and so dim d ≥ r(d) ≥ r. But by Proposition 3.34 this forces dim d = r and so in particular
r(d) = r, and the maximal dimensional faces of d need to have dimension exactly r.

Corollary 3.34.2. If dX ⊆ |DX | is a linear series of rank r, then trop(dX) is of rank r,
and equi-dimensional of dimension r.
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4 Discrete representations

In this section, we are going to briefly discuss possible approaches to working with tropical
curves using computer techniques.

One approach, which is the closest to the original definitions is to represent a metric
graph as a set of vertices V and edges E with a fixed orientation and length. Divisors
and rational functions can be entirely determined by specifying their value on a finite set
of points of the graph Γ. Furthermore, a point of Γ is either a vertex, in which case it
corresponds to an element of V , or a point along an edge, in which case it may be specified
by an edge e ∈ E, and a distance along that edge. This approach is well-suited for working
with tropical submodules, as the tropical operations are fairly easy to implement.

Another approach is to restrict our attention to rational functions and divisors on a
given model of Γ, for which each edge has identical length. The advantage of this approach
is that operations on such a curve may be represented by matrix operations, which can make
many things significantly faster and easier to implement. It is much easier to represent and
work with chip-firing moves, find v-reduced divisors and go back and forth between divisors
and rational functions. An important aspect of using this representation is that in a linear
system there may only be a finite number of divisors which are supported on a given model
of Γ. This allows us to develop an algorithm for finding the set of these divisors exhaustively.

We are now going to describe in detail how to work with linear systems on graphs and
in particular justify how these finite models carry information about linear systems on the
whole metric graphs.

4.1 Graphs

Let Γ be a metric graph. We are mainly interested in metric graphs with sides of integer
length as these are those that appear as the tropicalization of an algebraic curve. We can
choose the model G = (V,E) of Γ that has all edge lengths of size 1. If we restrict rational
maps and divisors to be supported on V , we have a nice description.

Definition 4.1. Let G = (V,E) be a graph. A level map is a function

f : V → Z.

A level map f uniquely determines a rational function on Γ if we interpolate linearly
between the vertices. Indeed, as we assumed all edge lengths are of size 1, this implies the
resulting function has integral slopes.

Reciprocally, up to adding a constant, we may assume a rational function f : Γ → R
supported on V admits integral values on V . So by restricting f to V this determines a
level map up to a constant.

Definition 4.2. Let G = (V,E) be a graph. A divisor on G is a divisor D on Γ, which is
supported on the set of vertices V . We denote the set of divisors on G by Div(G).

When we scale a metric graph by an integer, we do not affect the combinatorial structure
of the metric graph, nor the structure of linear systems. Scaling the metric graph m times
has the effect of uniformly subdividing the associated model where all edges have length 1
by splitting each edge into m edges. Let D ∈ Div(Γ) be a Q-rational divisor. Then that all
the points in the support of D are a rational distance away from any given vertex. If we
take the common denominator of these numbers, say d, we know that D will be supported
on the dth subdivision of the graph G. So we deduce that by subdividing the graph G we
may obtain a more and more faithful representation of the whole set of divisors Div(Γ).
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Definition 4.3. Let G = (V,E) be a graph. We define the incidence map to be the map

ϕ : E → {{x, y} : x, y ∈ V },

which maps each edge to its respective vertices.
For x ∈ V , denote Ex = {e ∈ E : x ∈ ϕ(E)} the set of edges adjacent to x and for

e ∈ Ex, with ϕ(e) = {x, y}, we denote νx(e) = y the vertex adjacent to x along the edge e.

Definition 4.4. Let f be a level map on G. Then the order of f at x is defined by

ordx(f) =
∑
e∈Ex

(f(νx(e))− f(x)).

The divisor div(f) ∈ Div(G) associated to f is defined by

div(f) =
∑
x∈V

ordx(f) · x

Remark 4.5. This definition is compatible with the analogous definitions on rational maps.

Definition 4.6. Let A ⊆ V be any subset. The level map associated to a chip firing move
is

CF (A)(x) :=

{
1 if x ∈ A

0 otherwise

Remark 4.7. The rational map associated to this chip firing move on a metric graph is∑
x∈A CF ({x}, 1), or equivalently if Z ⊆ Γ is the subgraph obtained by adding all the edges

between the vertices in A, then the chip firing move is the same as CF (Z, 1). We say Z is
the subgraph spanned by the set of vertices A.

Remark 4.8. Any level map is a sum of chip-firing moves (up to a constant).

The advantage of working with such a discretization is that we can express level maps
and divisors as vectors, and chip-firing moves as matrix operations. To this end, fix an
ordering {v1, . . . , vn} on the vertices V .

Definition 4.9. Let f be a level map, the vector associated to f , denoted by [f ] is the
column-vector

[f ] =

f(v1)...
f(vn)

 .

Similarly, for D a divisor, the vector associated to D is

[D] =

D(v1)
...

D(vn)


Definition 4.10. We define the adjacency matrix ofG to be the symmetric matrix Adj(G) ∈
Zn×n
≥0 defined by

Adj(G)i,j = #{e ∈ E : ϕ(e) = {vi, vj}}

We define also the firing matrix of G to be the matrix

F = F (G) = Adj(G)− diag(val(v1), . . . , val(vn))
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Proposition 4.11. For f a level map, we have that

[div(f)] = F · [f ]

Proof. This follows from the observation that

ordx(f) =
∑
e∈Ex

f(νx(e))− val(x)f(x)

Remark 4.12. Let D be a divisor. To say that D is principal is the same as saying that
there exists some u⃗ ∈ Zn×n such that

[D] = F · u⃗.

In other words, D is principal if and only if [D] ∈ im(F ).
Let F+ be the pseudo-inverse of F . By the properties of the pseudo-inverse, FF+ is the

projection on the image of F . It follows that when D is principal,

FF+[D] = [D].

Let g be the level map given by the vector F+[D], we deduce that D = div(g). So when D
is principal, this gives us a way to find a level map whose associated divisor is D.

Definition 4.13. A path γ in G is a sequence of vertices x0, x1, . . . , xn such that for each
i ∈ {1, . . . , n}, there is an edge in G between the vertices xi−1 and xi. The length of the
path γ is L(γ) = n.

We define the distance between two vertices x, y on the graph to be

d(x, y) := inf L(γ).

Remark 4.14. The length of a path and distance between points clearly agrees with the
notions defined for metric graphs.

Remark 4.15. For a given vertex x, an efficient way to find the distance of x from each
other vertex is via a single pass of breadth-first search (BFS).

Definition 4.16. Let A ⊆ V be a set of vertices. We say A is connected when for all
x, y ∈ A, there exists a path from x to y contained in A.

4.2 Reduced divisors on graphs

Unless stated otherwise, we suppose G is a connected graph.

Proposition 4.17. A divisor D ∈ Div(G) is v-reduced if and only if it is effective away
from v and for all A ⊂ V with v /∈ A, we have that A cannot fire with respect to D.

Proof. Suppose that D satisfies these assumptions. If Z ⊆ Γ is a subgraph that can fire
with respect to, then ∂Z ⊆ suppD. But then the set of vertices V ∩Z can fire on G, which
implies that v /∈ V ∩ Z, and so in particular v /∈ Z, which shows that D is v-reduced.

Reciprocally, suppose D is v-reduced. Let A be a subset of V that can fire on G. If we
let Z be the subgraph spanned by A, then Z can fire. So by assumption v /∈ Z and so in
particular v /∈ A.

We will now describe an algorithm that can be used to find v-reduced divisors.
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Lemma 4.18. Let D ∈ Div(G). There exists a divisor on G effective away from v that is
linearly equivalent to D.

Proof. Let n = maxx∈V d(x, v) and for i ∈ {0, n} let

Ai := {x ∈ V : d(v, x) ≤ i}.

We will proceed by induction to define Di such that Di is effective away from An−i and Di

is linearly equivalent to D. In particular Dn will be effective away from A0 = {v} and this
would show the lemma.

We start with D0 = D. Suppose we have found Di−1 for some i, then let

m = min{Di−1(x) : x ∈ An−i+1 \An−i}.

We set Di = Di−1 +div(m ·CF (An−i)), then Di is effective away from An−i. Indeed for all
x ∈ An−i+1 \ An−i, there is at least one edge connecting x to a vertex in An−i and so by
firing An−i, m chips are moved to x along this edge. In particular Di(x) ≥ 0. Furthermore,
it is clear that the vertices in V \An−i+1 are not affected, hence Di is indeed effective away
from An−i.

Proposition 4.19. Let D ∈ Div(G). There exists a unique v-reduced divisor on G linearly
equivalent to D.

Proof. By Lemma 4.18, we may assume that D is effective away from v.
Suppose D is not v-reduced. Let A be the maximal subset of Γ \ {v} that can fire.

There is a unique such subset, since when A1, A2 are two subsets that can fire, then firing
A1 ∪ A2 corresponds to the chip-firing move CF (A1) ⊕ CF (A2). Since R(D) is a tropical
semi-module, we deduce that A1 ∪ A2 can fire. Let m be maximal for the property that
D+div(m ·CF (A)) is effective away from v and set D′ = D+div(m ·CF (A)). If D′ is not
v-reduced, we may repeat this procedure until we obtain a v-reduced divisor.

It remains to check that this algorithm terminates. Define as earlier

Bi := {x ∈ V : d(v, x) ≤ i}.

We define the partial order ≺ on the set of divisors on G given byD1 ≺ D2 if and only if there
exists some n ∈ N such that degD1|Bi

= degD2|Bi
for i < n and degD1|Bn

< degD2|Bn
.

Let D and D′ as before, we claim that D ≺ D′. Indeed, let A be the subset from
before and let n maximal for the property that A ∩ Bn = ∅. It follows that there is some
x ∈ Bn+1 ∩ A and so by the definition of distance there is some y ∈ Bn that is adjacent to
x. Firing A will move at least one chip from x to y and since no chip is moved away from
Bn when firing A, we deduce that degD|Bn

< degD|Bn
. Clearly, firing A does not affect

the vertices in Bi for i < n, so we deduce that D ≺ D′. Since D ≺ D′ and there is only a
finite number of divisors of a given degree, we deduce that the algorithm has to terminate.

Unicity then follows from the unicity of v-reduced divisors on metric graphs.

Remark 4.20. We can find the set A from the above proof using Dhar’s burning algorithm.
Start by distributing chips on the vertices, according to the divisor D, and light a fire at

v. Then repeat the following steps:

1. If there is an unburned edge adjacent to a burned vertex, burn it. Otherwise terminate
the algorithm.

2. If there is at least one chip on the vertex adjacent to the corresponding edge, remove
one chip. Otherwise burn the vertex.
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3. Go back to step 1.

The set A of unburned vertices is our desired set.

Remark 4.21. It is clear from the proof of the proposition that we may also easily find the
corresponding level map such that D + div(f) is v-reduced. When D ∼ D′, and we know
that D + div(f) and D′ + div(g) are v-reduced, then in fact D + div(f) = D′ + div(g) by
unicity. It follows that D −D′ = div(g − f) and so this gives us another way to find level
maps that relate two linearly equivalent divisors.

Corollary 4.21.1. Suppose Γ is a graph and G is a model with equal edge lengths. If
D ∈ Div(Γ) is a divisor supported on the vertices of G, and v is a vertex, then the v-reduced
divisor linearly equivalent to D is also supported on the vertices.

Proof. This follows from Proposition 4.19 and the unicity of v-reduced divisors on metric
graphs.

Proposition 4.22. Let D be a v-reduced divisor on G and let f be a level map such that
D + div(f) ≥ 0. Let v ∈ A ⊂ V and

m = max{f(x) : x ∈ A,degoutA (x) > 0},

then f(V \A) ≤ m.

Proof. Then let B the subset of V \ A on which f |V \A attains its maximum and suppose
for the sake of contradiction that f(B) > m. Let Z ⊆ Γ be the subgraph spanned by B.
Then Z is a local maximum for f . Indeed, for any vertex x /∈ B adjacent to a point in B,
we have that either x ∈ V \A, in which case f(x) < f(B) by assumption, or x ∈ A. In this
case, since we assumed x is adjacent to a point in B, we have that degoutA (x) > 0 and hence
by definition of m, f(x) ≤ m < f(B). So Z is indeed a local maximum but this implies by
Proposition 2.43 that v ∈ Z, a contradiction as v ∈ A.

Remark 4.23. This is the same as saying that the subgraph spanned by the vertices in A
is connected.

Proposition 4.24. Let D be a v-reduced divisor on G and f a level map such that D +
div(f) ≥ 0. For any x ∈ V , there exists a non-decreasing path from x to v.

Proof. We will proceed by induction on f(v) − f(x). If f(v) = f(x), by Corollary 2.43.2,
f−1(f(v)) is connected and so there exists a path from x to v.

If f(v) > f(x), then we know that the set f−1([f(x),∞)) is connected by Corollary
2.43.2. Let y be the closest vertex to x such that f(y) > f(x) and let x = x0, x1, . . . , xn = y
be a minimal path from x to y. This path is clearly non-decreasing as f(xi) = f(x) for all
i < n by assumption. By induction, there exists a non-decreasing path from y to v. By
concatenating these paths we obtain a non-decreasing path from x to v.
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